
Apprentissage automatique
Concepts fondamentaux - motivation



Sujets: 

HUGO LAROCHELLE

• Comment développer une intelligence artificielle ?

‣ exemple : reconnaître des caractères manuscrits

• Par énumération de règles ?

‣ si intensité du pixel à la position (15,24) est plus grand que 50, et 
pixel à la position ... alors c’est un «3» 
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2 1. INTRODUCTION

Figure 1.1 Examples of hand-written dig-
its taken from US zip codes.

tackled using handcrafted rules or heuristics for distinguishing the digits based on
the shapes of the strokes, but in practice such an approach leads to a proliferation of
rules and of exceptions to the rules and so on, and invariably gives poor results.

Far better results can be obtained by adopting a machine learning approach in
which a large set of N digits {x1, . . . ,xN} called a training set is used to tune the
parameters of an adaptive model. The categories of the digits in the training set
are known in advance, typically by inspecting them individually and hand-labelling
them. We can express the category of a digit using target vector t, which represents
the identity of the corresponding digit. Suitable techniques for representing cate-
gories in terms of vectors will be discussed later. Note that there is one such target
vector t for each digit image x.

The result of running the machine learning algorithm can be expressed as a
function y(x) which takes a new digit image x as input and that generates an output
vector y, encoded in the same way as the target vectors. The precise form of the
function y(x) is determined during the training phase, also known as the learning
phase, on the basis of the training data. Once the model is trained it can then de-
termine the identity of new digit images, which are said to comprise a test set. The
ability to categorize correctly new examples that differ from those used for train-
ing is known as generalization. In practical applications, the variability of the input
vectors will be such that the training data can comprise only a tiny fraction of all
possible input vectors, and so generalization is a central goal in pattern recognition.

For most practical applications, the original input variables are typically prepro-
cessed to transform them into some new space of variables where, it is hoped, the
pattern recognition problem will be easier to solve. For instance, in the digit recogni-
tion problem, the images of the digits are typically translated and scaled so that each
digit is contained within a box of a fixed size. This greatly reduces the variability
within each digit class, because the location and scale of all the digits are now the
same, which makes it much easier for a subsequent pattern recognition algorithm
to distinguish between the different classes. This pre-processing stage is sometimes
also called feature extraction. Note that new test data must be pre-processed using
the same steps as the training data.

Pre-processing might also be performed in order to speed up computation. For
example, if the goal is real-time face detection in a high-resolution video stream,
the computer must handle huge numbers of pixels per second, and presenting these
directly to a complex pattern recognition algorithm may be computationally infeasi-
ble. Instead, the aim is to find useful features that are fast to compute, and yet that
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tackled using handcrafted rules or heuristics for distinguishing the digits based on
the shapes of the strokes, but in practice such an approach leads to a proliferation of
rules and of exceptions to the rules and so on, and invariably gives poor results.

Far better results can be obtained by adopting a machine learning approach in
which a large set of N digits {x1, . . . ,xN} called a training set is used to tune the
parameters of an adaptive model. The categories of the digits in the training set
are known in advance, typically by inspecting them individually and hand-labelling
them. We can express the category of a digit using target vector t, which represents
the identity of the corresponding digit. Suitable techniques for representing cate-
gories in terms of vectors will be discussed later. Note that there is one such target
vector t for each digit image x.

The result of running the machine learning algorithm can be expressed as a
function y(x) which takes a new digit image x as input and that generates an output
vector y, encoded in the same way as the target vectors. The precise form of the
function y(x) is determined during the training phase, also known as the learning
phase, on the basis of the training data. Once the model is trained it can then de-
termine the identity of new digit images, which are said to comprise a test set. The
ability to categorize correctly new examples that differ from those used for train-
ing is known as generalization. In practical applications, the variability of the input
vectors will be such that the training data can comprise only a tiny fraction of all
possible input vectors, and so generalization is a central goal in pattern recognition.

For most practical applications, the original input variables are typically prepro-
cessed to transform them into some new space of variables where, it is hoped, the
pattern recognition problem will be easier to solve. For instance, in the digit recogni-
tion problem, the images of the digits are typically translated and scaled so that each
digit is contained within a box of a fixed size. This greatly reduces the variability
within each digit class, because the location and scale of all the digits are now the
same, which makes it much easier for a subsequent pattern recognition algorithm
to distinguish between the different classes. This pre-processing stage is sometimes
also called feature extraction. Note that new test data must be pre-processed using
the same steps as the training data.

Pre-processing might also be performed in order to speed up computation. For
example, if the goal is real-time face detection in a high-resolution video stream,
the computer must handle huge numbers of pixels per second, and presenting these
directly to a complex pattern recognition algorithm may be computationally infeasi-
ble. Instead, the aim is to find useful features that are fast to compute, and yet that
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2 1. INTRODUCTION

Figure 1.1 Examples of hand-written dig-
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tackled using handcrafted rules or heuristics for distinguishing the digits based on
the shapes of the strokes, but in practice such an approach leads to a proliferation of
rules and of exceptions to the rules and so on, and invariably gives poor results.

Far better results can be obtained by adopting a machine learning approach in
which a large set of N digits {x1, . . . ,xN} called a training set is used to tune the
parameters of an adaptive model. The categories of the digits in the training set
are known in advance, typically by inspecting them individually and hand-labelling
them. We can express the category of a digit using target vector t, which represents
the identity of the corresponding digit. Suitable techniques for representing cate-
gories in terms of vectors will be discussed later. Note that there is one such target
vector t for each digit image x.

The result of running the machine learning algorithm can be expressed as a
function y(x) which takes a new digit image x as input and that generates an output
vector y, encoded in the same way as the target vectors. The precise form of the
function y(x) is determined during the training phase, also known as the learning
phase, on the basis of the training data. Once the model is trained it can then de-
termine the identity of new digit images, which are said to comprise a test set. The
ability to categorize correctly new examples that differ from those used for train-
ing is known as generalization. In practical applications, the variability of the input
vectors will be such that the training data can comprise only a tiny fraction of all
possible input vectors, and so generalization is a central goal in pattern recognition.

For most practical applications, the original input variables are typically prepro-
cessed to transform them into some new space of variables where, it is hoped, the
pattern recognition problem will be easier to solve. For instance, in the digit recogni-
tion problem, the images of the digits are typically translated and scaled so that each
digit is contained within a box of a fixed size. This greatly reduces the variability
within each digit class, because the location and scale of all the digits are now the
same, which makes it much easier for a subsequent pattern recognition algorithm
to distinguish between the different classes. This pre-processing stage is sometimes
also called feature extraction. Note that new test data must be pre-processed using
the same steps as the training data.

Pre-processing might also be performed in order to speed up computation. For
example, if the goal is real-time face detection in a high-resolution video stream,
the computer must handle huge numbers of pixels per second, and presenting these
directly to a complex pattern recognition algorithm may be computationally infeasi-
ble. Instead, the aim is to find useful features that are fast to compute, and yet that
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tackled using handcrafted rules or heuristics for distinguishing the digits based on
the shapes of the strokes, but in practice such an approach leads to a proliferation of
rules and of exceptions to the rules and so on, and invariably gives poor results.

Far better results can be obtained by adopting a machine learning approach in
which a large set of N digits {x1, . . . ,xN} called a training set is used to tune the
parameters of an adaptive model. The categories of the digits in the training set
are known in advance, typically by inspecting them individually and hand-labelling
them. We can express the category of a digit using target vector t, which represents
the identity of the corresponding digit. Suitable techniques for representing cate-
gories in terms of vectors will be discussed later. Note that there is one such target
vector t for each digit image x.

The result of running the machine learning algorithm can be expressed as a
function y(x) which takes a new digit image x as input and that generates an output
vector y, encoded in the same way as the target vectors. The precise form of the
function y(x) is determined during the training phase, also known as the learning
phase, on the basis of the training data. Once the model is trained it can then de-
termine the identity of new digit images, which are said to comprise a test set. The
ability to categorize correctly new examples that differ from those used for train-
ing is known as generalization. In practical applications, the variability of the input
vectors will be such that the training data can comprise only a tiny fraction of all
possible input vectors, and so generalization is a central goal in pattern recognition.

For most practical applications, the original input variables are typically prepro-
cessed to transform them into some new space of variables where, it is hoped, the
pattern recognition problem will be easier to solve. For instance, in the digit recogni-
tion problem, the images of the digits are typically translated and scaled so that each
digit is contained within a box of a fixed size. This greatly reduces the variability
within each digit class, because the location and scale of all the digits are now the
same, which makes it much easier for a subsequent pattern recognition algorithm
to distinguish between the different classes. This pre-processing stage is sometimes
also called feature extraction. Note that new test data must be pre-processed using
the same steps as the training data.

Pre-processing might also be performed in order to speed up computation. For
example, if the goal is real-time face detection in a high-resolution video stream,
the computer must handle huge numbers of pixels per second, and presenting these
directly to a complex pattern recognition algorithm may be computationally infeasi-
ble. Instead, the aim is to find useful features that are fast to compute, and yet that
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• Les algorithmes d’apprentissage procèdent comme suit :

‣ on fournit à l’algorithme des données d’entraînement ...  

‣ ... et l’algorithme retourne un «programme» capable de 
généraliser à de nouvelles données
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678 A. DATA SETS

Figure A.1 One hundred examples of the
MNIST digits chosen at ran-
dom from the training set.

Oil Flow

This is a synthetic data set that arose out of a project aimed at measuring nonin-
vasively the proportions of oil, water, and gas in North Sea oil transfer pipelines
(Bishop and James, 1993). It is based on the principle of dual-energy gamma densit-
ometry. The ideas is that if a narrow beam of gamma rays is passed through the pipe,
the attenuation in the intensity of the beam provides information about the density of
material along its path. Thus, for instance, the beam will be attenuated more strongly
by oil than by gas.

A single attenuation measurement alone is not sufficient because there are two
degrees of freedom corresponding to the fraction of oil and the fraction of water (the
fraction of gas is redundant because the three fractions must add to one). To address
this, two gamma beams of different energies (in other words different frequencies or
wavelengths) are passed through the pipe along the same path, and the attenuation of
each is measured. Because the absorbtion properties of different materials vary dif-
ferently as a function of energy, measurement of the attenuations at the two energies
provides two independent pieces of information. Given the known absorbtion prop-
erties of oil, water, and gas at the two energies, it is then a simple matter to calculate
the average fractions of oil and water (and hence of gas) measured along the path of
the gamma beams.

There is a further complication, however, associated with the motion of the ma-
terials along the pipe. If the flow velocity is small, then the oil floats on top of the
water with the gas sitting above the oil. This is known as a laminar or stratified
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Oil Flow

This is a synthetic data set that arose out of a project aimed at measuring nonin-
vasively the proportions of oil, water, and gas in North Sea oil transfer pipelines
(Bishop and James, 1993). It is based on the principle of dual-energy gamma densit-
ometry. The ideas is that if a narrow beam of gamma rays is passed through the pipe,
the attenuation in the intensity of the beam provides information about the density of
material along its path. Thus, for instance, the beam will be attenuated more strongly
by oil than by gas.

A single attenuation measurement alone is not sufficient because there are two
degrees of freedom corresponding to the fraction of oil and the fraction of water (the
fraction of gas is redundant because the three fractions must add to one). To address
this, two gamma beams of different energies (in other words different frequencies or
wavelengths) are passed through the pipe along the same path, and the attenuation of
each is measured. Because the absorbtion properties of different materials vary dif-
ferently as a function of energy, measurement of the attenuations at the two energies
provides two independent pieces of information. Given the known absorbtion prop-
erties of oil, water, and gas at the two energies, it is then a simple matter to calculate
the average fractions of oil and water (and hence of gas) measured along the path of
the gamma beams.

There is a further complication, however, associated with the motion of the ma-
terials along the pipe. If the flow velocity is small, then the oil floats on top of the
water with the gas sitting above the oil. This is known as a laminar or stratified
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Oil Flow

This is a synthetic data set that arose out of a project aimed at measuring nonin-
vasively the proportions of oil, water, and gas in North Sea oil transfer pipelines
(Bishop and James, 1993). It is based on the principle of dual-energy gamma densit-
ometry. The ideas is that if a narrow beam of gamma rays is passed through the pipe,
the attenuation in the intensity of the beam provides information about the density of
material along its path. Thus, for instance, the beam will be attenuated more strongly
by oil than by gas.

A single attenuation measurement alone is not sufficient because there are two
degrees of freedom corresponding to the fraction of oil and the fraction of water (the
fraction of gas is redundant because the three fractions must add to one). To address
this, two gamma beams of different energies (in other words different frequencies or
wavelengths) are passed through the pipe along the same path, and the attenuation of
each is measured. Because the absorbtion properties of different materials vary dif-
ferently as a function of energy, measurement of the attenuations at the two energies
provides two independent pieces of information. Given the known absorbtion prop-
erties of oil, water, and gas at the two energies, it is then a simple matter to calculate
the average fractions of oil and water (and hence of gas) measured along the path of
the gamma beams.

There is a further complication, however, associated with the motion of the ma-
terials along the pipe. If the flow velocity is small, then the oil floats on top of the
water with the gas sitting above the oil. This is known as a laminar or stratified
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Oil Flow

This is a synthetic data set that arose out of a project aimed at measuring nonin-
vasively the proportions of oil, water, and gas in North Sea oil transfer pipelines
(Bishop and James, 1993). It is based on the principle of dual-energy gamma densit-
ometry. The ideas is that if a narrow beam of gamma rays is passed through the pipe,
the attenuation in the intensity of the beam provides information about the density of
material along its path. Thus, for instance, the beam will be attenuated more strongly
by oil than by gas.

A single attenuation measurement alone is not sufficient because there are two
degrees of freedom corresponding to the fraction of oil and the fraction of water (the
fraction of gas is redundant because the three fractions must add to one). To address
this, two gamma beams of different energies (in other words different frequencies or
wavelengths) are passed through the pipe along the same path, and the attenuation of
each is measured. Because the absorbtion properties of different materials vary dif-
ferently as a function of energy, measurement of the attenuations at the two energies
provides two independent pieces of information. Given the known absorbtion prop-
erties of oil, water, and gas at the two energies, it is then a simple matter to calculate
the average fractions of oil and water (and hence of gas) measured along the path of
the gamma beams.

There is a further complication, however, associated with the motion of the ma-
terials along the pipe. If the flow velocity is small, then the oil floats on top of the
water with the gas sitting above the oil. This is known as a laminar or stratified
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Figure A.1 One hundred examples of the
MNIST digits chosen at ran-
dom from the training set.

Oil Flow

This is a synthetic data set that arose out of a project aimed at measuring nonin-
vasively the proportions of oil, water, and gas in North Sea oil transfer pipelines
(Bishop and James, 1993). It is based on the principle of dual-energy gamma densit-
ometry. The ideas is that if a narrow beam of gamma rays is passed through the pipe,
the attenuation in the intensity of the beam provides information about the density of
material along its path. Thus, for instance, the beam will be attenuated more strongly
by oil than by gas.

A single attenuation measurement alone is not sufficient because there are two
degrees of freedom corresponding to the fraction of oil and the fraction of water (the
fraction of gas is redundant because the three fractions must add to one). To address
this, two gamma beams of different energies (in other words different frequencies or
wavelengths) are passed through the pipe along the same path, and the attenuation of
each is measured. Because the absorbtion properties of different materials vary dif-
ferently as a function of energy, measurement of the attenuations at the two energies
provides two independent pieces of information. Given the known absorbtion prop-
erties of oil, water, and gas at the two energies, it is then a simple matter to calculate
the average fractions of oil and water (and hence of gas) measured along the path of
the gamma beams.

There is a further complication, however, associated with the motion of the ma-
terials along the pipe. If the flow velocity is small, then the oil floats on top of the
water with the gas sitting above the oil. This is known as a laminar or stratified
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Figure A.1 One hundred examples of the
MNIST digits chosen at ran-
dom from the training set.

Oil Flow

This is a synthetic data set that arose out of a project aimed at measuring nonin-
vasively the proportions of oil, water, and gas in North Sea oil transfer pipelines
(Bishop and James, 1993). It is based on the principle of dual-energy gamma densit-
ometry. The ideas is that if a narrow beam of gamma rays is passed through the pipe,
the attenuation in the intensity of the beam provides information about the density of
material along its path. Thus, for instance, the beam will be attenuated more strongly
by oil than by gas.

A single attenuation measurement alone is not sufficient because there are two
degrees of freedom corresponding to the fraction of oil and the fraction of water (the
fraction of gas is redundant because the three fractions must add to one). To address
this, two gamma beams of different energies (in other words different frequencies or
wavelengths) are passed through the pipe along the same path, and the attenuation of
each is measured. Because the absorbtion properties of different materials vary dif-
ferently as a function of energy, measurement of the attenuations at the two energies
provides two independent pieces of information. Given the known absorbtion prop-
erties of oil, water, and gas at the two energies, it is then a simple matter to calculate
the average fractions of oil and water (and hence of gas) measured along the path of
the gamma beams.

There is a further complication, however, associated with the motion of the ma-
terials along the pipe. If the flow velocity is small, then the oil floats on top of the
water with the gas sitting above the oil. This is known as a laminar or stratified
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2 1. INTRODUCTION

Figure 1.1 Examples of hand-written dig-
its taken from US zip codes.

tackled using handcrafted rules or heuristics for distinguishing the digits based on
the shapes of the strokes, but in practice such an approach leads to a proliferation of
rules and of exceptions to the rules and so on, and invariably gives poor results.

Far better results can be obtained by adopting a machine learning approach in
which a large set of N digits {x1, . . . ,xN} called a training set is used to tune the
parameters of an adaptive model. The categories of the digits in the training set
are known in advance, typically by inspecting them individually and hand-labelling
them. We can express the category of a digit using target vector t, which represents
the identity of the corresponding digit. Suitable techniques for representing cate-
gories in terms of vectors will be discussed later. Note that there is one such target
vector t for each digit image x.

The result of running the machine learning algorithm can be expressed as a
function y(x) which takes a new digit image x as input and that generates an output
vector y, encoded in the same way as the target vectors. The precise form of the
function y(x) is determined during the training phase, also known as the learning
phase, on the basis of the training data. Once the model is trained it can then de-
termine the identity of new digit images, which are said to comprise a test set. The
ability to categorize correctly new examples that differ from those used for train-
ing is known as generalization. In practical applications, the variability of the input
vectors will be such that the training data can comprise only a tiny fraction of all
possible input vectors, and so generalization is a central goal in pattern recognition.

For most practical applications, the original input variables are typically prepro-
cessed to transform them into some new space of variables where, it is hoped, the
pattern recognition problem will be easier to solve. For instance, in the digit recogni-
tion problem, the images of the digits are typically translated and scaled so that each
digit is contained within a box of a fixed size. This greatly reduces the variability
within each digit class, because the location and scale of all the digits are now the
same, which makes it much easier for a subsequent pattern recognition algorithm
to distinguish between the different classes. This pre-processing stage is sometimes
also called feature extraction. Note that new test data must be pre-processed using
the same steps as the training data.

Pre-processing might also be performed in order to speed up computation. For
example, if the goal is real-time face detection in a high-resolution video stream,
the computer must handle huge numbers of pixels per second, and presenting these
directly to a complex pattern recognition algorithm may be computationally infeasi-
ble. Instead, the aim is to find useful features that are fast to compute, and yet that
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Figure 1.1 Examples of hand-written dig-
its taken from US zip codes.

tackled using handcrafted rules or heuristics for distinguishing the digits based on
the shapes of the strokes, but in practice such an approach leads to a proliferation of
rules and of exceptions to the rules and so on, and invariably gives poor results.

Far better results can be obtained by adopting a machine learning approach in
which a large set of N digits {x1, . . . ,xN} called a training set is used to tune the
parameters of an adaptive model. The categories of the digits in the training set
are known in advance, typically by inspecting them individually and hand-labelling
them. We can express the category of a digit using target vector t, which represents
the identity of the corresponding digit. Suitable techniques for representing cate-
gories in terms of vectors will be discussed later. Note that there is one such target
vector t for each digit image x.

The result of running the machine learning algorithm can be expressed as a
function y(x) which takes a new digit image x as input and that generates an output
vector y, encoded in the same way as the target vectors. The precise form of the
function y(x) is determined during the training phase, also known as the learning
phase, on the basis of the training data. Once the model is trained it can then de-
termine the identity of new digit images, which are said to comprise a test set. The
ability to categorize correctly new examples that differ from those used for train-
ing is known as generalization. In practical applications, the variability of the input
vectors will be such that the training data can comprise only a tiny fraction of all
possible input vectors, and so generalization is a central goal in pattern recognition.

For most practical applications, the original input variables are typically prepro-
cessed to transform them into some new space of variables where, it is hoped, the
pattern recognition problem will be easier to solve. For instance, in the digit recogni-
tion problem, the images of the digits are typically translated and scaled so that each
digit is contained within a box of a fixed size. This greatly reduces the variability
within each digit class, because the location and scale of all the digits are now the
same, which makes it much easier for a subsequent pattern recognition algorithm
to distinguish between the different classes. This pre-processing stage is sometimes
also called feature extraction. Note that new test data must be pre-processed using
the same steps as the training data.

Pre-processing might also be performed in order to speed up computation. For
example, if the goal is real-time face detection in a high-resolution video stream,
the computer must handle huge numbers of pixels per second, and presenting these
directly to a complex pattern recognition algorithm may be computationally infeasi-
ble. Instead, the aim is to find useful features that are fast to compute, and yet that
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Figure A.1 One hundred examples of the
MNIST digits chosen at ran-
dom from the training set.

Oil Flow

This is a synthetic data set that arose out of a project aimed at measuring nonin-
vasively the proportions of oil, water, and gas in North Sea oil transfer pipelines
(Bishop and James, 1993). It is based on the principle of dual-energy gamma densit-
ometry. The ideas is that if a narrow beam of gamma rays is passed through the pipe,
the attenuation in the intensity of the beam provides information about the density of
material along its path. Thus, for instance, the beam will be attenuated more strongly
by oil than by gas.

A single attenuation measurement alone is not sufficient because there are two
degrees of freedom corresponding to the fraction of oil and the fraction of water (the
fraction of gas is redundant because the three fractions must add to one). To address
this, two gamma beams of different energies (in other words different frequencies or
wavelengths) are passed through the pipe along the same path, and the attenuation of
each is measured. Because the absorbtion properties of different materials vary dif-
ferently as a function of energy, measurement of the attenuations at the two energies
provides two independent pieces of information. Given the known absorbtion prop-
erties of oil, water, and gas at the two energies, it is then a simple matter to calculate
the average fractions of oil and water (and hence of gas) measured along the path of
the gamma beams.

There is a further complication, however, associated with the motion of the ma-
terials along the pipe. If the flow velocity is small, then the oil floats on top of the
water with the gas sitting above the oil. This is known as a laminar or stratified
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tackled using handcrafted rules or heuristics for distinguishing the digits based on
the shapes of the strokes, but in practice such an approach leads to a proliferation of
rules and of exceptions to the rules and so on, and invariably gives poor results.

Far better results can be obtained by adopting a machine learning approach in
which a large set of N digits {x1, . . . ,xN} called a training set is used to tune the
parameters of an adaptive model. The categories of the digits in the training set
are known in advance, typically by inspecting them individually and hand-labelling
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Sujets: 

HUGO LAROCHELLE

APPRENTISSAGE AUTOMATIQUE

• Il existe différents types d’apprentissage

‣ apprentissage supervisé : il y a une cible à prédire

              = {(x1,t1), ... , (xN,tN)}

‣ apprentissage non-supervisé : cible n’est pas fournie

              = {x1, ... , xN}

‣ apprentissage par renforcement (non couvert dans ce cours)

13

types d’apprentissage

D

D



Sujets: 

HUGO LAROCHELLE

TYPES D’APPRENTISSAGE

• L’apprentissage supervisé est lorsqu’on a une cible à 
prédire

‣ classification : la cible est un indice de classe t ∈{1, ... , K}
- exemple : reconnaissance de caractères

✓ x : vecteur des intensités de tous les pixels de l’image

✓ t : identité du caractère

‣ régression : la cible est un nombre réel t ∈ ℝ
- exemple : prédiction de la valeur d’une action à la bourse

✓ x : vecteur contenant l’information sur l’activité économique de la journée

✓ t : valeur d’une action à la bourse le lendemain

14

apprentissage supervisé, classification, régression
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HUGO LAROCHELLE

TYPES D’APPRENTISSAGE

• L’apprentissage non-supervisé est lorsqu’une cible n’est pas 
explicitement donnée 

‣ partitionnement de données / clustering 

15

apprentissage non-supervisé, partitionnement

678 A. DATA SETS

Figure A.1 One hundred examples of the
MNIST digits chosen at ran-
dom from the training set.

Oil Flow

This is a synthetic data set that arose out of a project aimed at measuring nonin-
vasively the proportions of oil, water, and gas in North Sea oil transfer pipelines
(Bishop and James, 1993). It is based on the principle of dual-energy gamma densit-
ometry. The ideas is that if a narrow beam of gamma rays is passed through the pipe,
the attenuation in the intensity of the beam provides information about the density of
material along its path. Thus, for instance, the beam will be attenuated more strongly
by oil than by gas.

A single attenuation measurement alone is not sufficient because there are two
degrees of freedom corresponding to the fraction of oil and the fraction of water (the
fraction of gas is redundant because the three fractions must add to one). To address
this, two gamma beams of different energies (in other words different frequencies or
wavelengths) are passed through the pipe along the same path, and the attenuation of
each is measured. Because the absorbtion properties of different materials vary dif-
ferently as a function of energy, measurement of the attenuations at the two energies
provides two independent pieces of information. Given the known absorbtion prop-
erties of oil, water, and gas at the two energies, it is then a simple matter to calculate
the average fractions of oil and water (and hence of gas) measured along the path of
the gamma beams.

There is a further complication, however, associated with the motion of the ma-
terials along the pipe. If the flow velocity is small, then the oil floats on top of the
water with the gas sitting above the oil. This is known as a laminar or stratified
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terials along the pipe. If the flow velocity is small, then the oil floats on top of the
water with the gas sitting above the oil. This is known as a laminar or stratified

678 A. DATA SETS

Figure A.1 One hundred examples of the
MNIST digits chosen at ran-
dom from the training set.

Oil Flow

This is a synthetic data set that arose out of a project aimed at measuring nonin-
vasively the proportions of oil, water, and gas in North Sea oil transfer pipelines
(Bishop and James, 1993). It is based on the principle of dual-energy gamma densit-
ometry. The ideas is that if a narrow beam of gamma rays is passed through the pipe,
the attenuation in the intensity of the beam provides information about the density of
material along its path. Thus, for instance, the beam will be attenuated more strongly
by oil than by gas.

A single attenuation measurement alone is not sufficient because there are two
degrees of freedom corresponding to the fraction of oil and the fraction of water (the
fraction of gas is redundant because the three fractions must add to one). To address
this, two gamma beams of different energies (in other words different frequencies or
wavelengths) are passed through the pipe along the same path, and the attenuation of
each is measured. Because the absorbtion properties of different materials vary dif-
ferently as a function of energy, measurement of the attenuations at the two energies
provides two independent pieces of information. Given the known absorbtion prop-
erties of oil, water, and gas at the two energies, it is then a simple matter to calculate
the average fractions of oil and water (and hence of gas) measured along the path of
the gamma beams.

There is a further complication, however, associated with the motion of the ma-
terials along the pipe. If the flow velocity is small, then the oil floats on top of the
water with the gas sitting above the oil. This is known as a laminar or stratified

678 A. DATA SETS

Figure A.1 One hundred examples of the
MNIST digits chosen at ran-
dom from the training set.

Oil Flow

This is a synthetic data set that arose out of a project aimed at measuring nonin-
vasively the proportions of oil, water, and gas in North Sea oil transfer pipelines
(Bishop and James, 1993). It is based on the principle of dual-energy gamma densit-
ometry. The ideas is that if a narrow beam of gamma rays is passed through the pipe,
the attenuation in the intensity of the beam provides information about the density of
material along its path. Thus, for instance, the beam will be attenuated more strongly
by oil than by gas.

A single attenuation measurement alone is not sufficient because there are two
degrees of freedom corresponding to the fraction of oil and the fraction of water (the
fraction of gas is redundant because the three fractions must add to one). To address
this, two gamma beams of different energies (in other words different frequencies or
wavelengths) are passed through the pipe along the same path, and the attenuation of
each is measured. Because the absorbtion properties of different materials vary dif-
ferently as a function of energy, measurement of the attenuations at the two energies
provides two independent pieces of information. Given the known absorbtion prop-
erties of oil, water, and gas at the two energies, it is then a simple matter to calculate
the average fractions of oil and water (and hence of gas) measured along the path of
the gamma beams.

There is a further complication, however, associated with the motion of the ma-
terials along the pipe. If the flow velocity is small, then the oil floats on top of the
water with the gas sitting above the oil. This is known as a laminar or stratified

{ } { }
{ }



Sujets: 

HUGO LAROCHELLE

TYPES D’APPRENTISSAGE

• L’apprentissage non-supervisé est lorsqu’une cible n’est pas 
explicitement donnée 

‣ visualisation de données 

16

apprentissage non-supervisé, visualisation

tion to geodesic distance. For faraway points,
geodesic distance can be approximated by
adding up a sequence of “short hops” be-
tween neighboring points. These approxima-
tions are computed efficiently by finding
shortest paths in a graph with edges connect-
ing neighboring data points.

The complete isometric feature mapping,
or Isomap, algorithm has three steps, which
are detailed in Table 1. The first step deter-
mines which points are neighbors on the
manifold M, based on the distances dX (i, j)
between pairs of points i, j in the input space

X. Two simple methods are to connect each
point to all points within some fixed radius !,
or to all of its K nearest neighbors (15). These
neighborhood relations are represented as a
weighted graph G over the data points, with
edges of weight dX(i, j) between neighboring
points (Fig. 3B).

In its second step, Isomap estimates the
geodesic distances dM (i, j) between all pairs
of points on the manifold M by computing
their shortest path distances dG(i, j) in the
graph G. One simple algorithm (16) for find-
ing shortest paths is given in Table 1.

The final step applies classical MDS to
the matrix of graph distances DG " {dG(i, j)},
constructing an embedding of the data in a
d-dimensional Euclidean space Y that best
preserves the manifold’s estimated intrinsic
geometry (Fig. 3C). The coordinate vectors yi

for points in Y are chosen to minimize the
cost function

E ! !#$DG% " #$DY%!L2 (1)

where DY denotes the matrix of Euclidean
distances {dY(i, j) " !yi & yj!} and !A!L2

the L2 matrix norm '(i, j Ai j
2 . The # operator

Fig. 1. (A) A canonical dimensionality reduction
problem from visual perception. The input consists
of a sequence of 4096-dimensional vectors, rep-
resenting the brightness values of 64 pixel by 64
pixel images of a face rendered with different
poses and lighting directions. Applied to N " 698
raw images, Isomap (K" 6) learns a three-dimen-
sional embedding of the data’s intrinsic geometric
structure. A two-dimensional projection is shown,
with a sample of the original input images (red
circles) superimposed on all the data points (blue)
and horizontal sliders (under the images) repre-
senting the third dimension. Each coordinate axis
of the embedding correlates highly with one de-
gree of freedom underlying the original data: left-
right pose (x axis, R " 0.99), up-down pose ( y
axis, R " 0.90), and lighting direction (slider posi-
tion, R " 0.92). The input-space distances dX(i, j )
given to Isomap were Euclidean distances be-
tween the 4096-dimensional image vectors. (B)
Isomap applied to N " 1000 handwritten “2”s
from the MNIST database (40). The two most
significant dimensions in the Isomap embedding,
shown here, articulate the major features of the
“2”: bottom loop (x axis) and top arch ( y axis).
Input-space distances dX(i, j ) were measured by
tangent distance, a metric designed to capture the
invariances relevant in handwriting recognition
(41). Here we used !-Isomap (with ! " 4.2) be-
cause we did not expect a constant dimensionality
to hold over the whole data set; consistent with
this, Isomap finds several tendrils projecting from
the higher dimensional mass of data and repre-
senting successive exaggerations of an extra
stroke or ornament in the digit.
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4 1. INTRODUCTION

Figure 1.2 Plot of a training data set of N =
10 points, shown as blue circles,
each comprising an observation
of the input variable x along with
the corresponding target variable
t. The green curve shows the
function sin(2πx) used to gener-
ate the data. Our goal is to pre-
dict the value of t for some new
value of x, without knowledge of
the green curve.
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detailed treatment lies beyond the scope of this book.
Although each of these tasks needs its own tools and techniques, many of the

key ideas that underpin them are common to all such problems. One of the main
goals of this chapter is to introduce, in a relatively informal way, several of the most
important of these concepts and to illustrate them using simple examples. Later in
the book we shall see these same ideas re-emerge in the context of more sophisti-
cated models that are applicable to real-world pattern recognition applications. This
chapter also provides a self-contained introduction to three important tools that will
be used throughout the book, namely probability theory, decision theory, and infor-
mation theory. Although these might sound like daunting topics, they are in fact
straightforward, and a clear understanding of them is essential if machine learning
techniques are to be used to best effect in practical applications.

1.1. Example: Polynomial Curve Fitting

We begin by introducing a simple regression problem, which we shall use as a run-
ning example throughout this chapter to motivate a number of key concepts. Sup-
pose we observe a real-valued input variable x and we wish to use this observation to
predict the value of a real-valued target variable t. For the present purposes, it is in-
structive to consider an artificial example using synthetically generated data because
we then know the precise process that generated the data for comparison against any
learned model. The data for this example is generated from the function sin(2πx)
with random noise included in the target values, as described in detail in Appendix A.

Now suppose that we are given a training set comprising N observations of x,
written x ≡ (x1, . . . , xN )T, together with corresponding observations of the values
of t, denoted t ≡ (t1, . . . , tN )T. Figure 1.2 shows a plot of a training set comprising
N = 10 data points. The input data set x in Figure 1.2 was generated by choos-
ing values of xn, for n = 1, . . . , N , spaced uniformly in range [0, 1], and the target
data set t was obtained by first computing the corresponding values of the function
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be used throughout the book, namely probability theory, decision theory, and infor-
mation theory. Although these might sound like daunting topics, they are in fact
straightforward, and a clear understanding of them is essential if machine learning
techniques are to be used to best effect in practical applications.

1.1. Example: Polynomial Curve Fitting

We begin by introducing a simple regression problem, which we shall use as a run-
ning example throughout this chapter to motivate a number of key concepts. Sup-
pose we observe a real-valued input variable x and we wish to use this observation to
predict the value of a real-valued target variable t. For the present purposes, it is in-
structive to consider an artificial example using synthetically generated data because
we then know the precise process that generated the data for comparison against any
learned model. The data for this example is generated from the function sin(2πx)
with random noise included in the target values, as described in detail in Appendix A.

Now suppose that we are given a training set comprising N observations of x,
written x ≡ (x1, . . . , xN )T, together with corresponding observations of the values
of t, denoted t ≡ (t1, . . . , tN )T. Figure 1.2 shows a plot of a training set comprising
N = 10 data points. The input data set x in Figure 1.2 was generated by choos-
ing values of xn, for n = 1, . . . , N , spaced uniformly in range [0, 1], and the target
data set t was obtained by first computing the corresponding values of the function
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detailed treatment lies beyond the scope of this book.
Although each of these tasks needs its own tools and techniques, many of the
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mation theory. Although these might sound like daunting topics, they are in fact
straightforward, and a clear understanding of them is essential if machine learning
techniques are to be used to best effect in practical applications.

1.1. Example: Polynomial Curve Fitting

We begin by introducing a simple regression problem, which we shall use as a run-
ning example throughout this chapter to motivate a number of key concepts. Sup-
pose we observe a real-valued input variable x and we wish to use this observation to
predict the value of a real-valued target variable t. For the present purposes, it is in-
structive to consider an artificial example using synthetically generated data because
we then know the precise process that generated the data for comparison against any
learned model. The data for this example is generated from the function sin(2πx)
with random noise included in the target values, as described in detail in Appendix A.

Now suppose that we are given a training set comprising N observations of x,
written x ≡ (x1, . . . , xN )T, together with corresponding observations of the values
of t, denoted t ≡ (t1, . . . , tN )T. Figure 1.2 shows a plot of a training set comprising
N = 10 data points. The input data set x in Figure 1.2 was generated by choos-
ing values of xn, for n = 1, . . . , N , spaced uniformly in range [0, 1], and the target
data set t was obtained by first computing the corresponding values of the function
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sin(2πx) and then adding a small level of random noise having a Gaussian distri-
bution (the Gaussian distribution is discussed in Section 1.2.4) to each such point in
order to obtain the corresponding value tn. By generating data in this way, we are
capturing a property of many real data sets, namely that they possess an underlying
regularity, which we wish to learn, but that individual observations are corrupted by
random noise. This noise might arise from intrinsically stochastic (i.e. random) pro-
cesses such as radioactive decay but more typically is due to there being sources of
variability that are themselves unobserved.

Our goal is to exploit this training set in order to make predictions of the value
t̂ of the target variable for some new value x̂ of the input variable. As we shall see
later, this involves implicitly trying to discover the underlying function sin(2πx).
This is intrinsically a difficult problem as we have to generalize from a finite data
set. Furthermore the observed data are corrupted with noise, and so for a given x̂
there is uncertainty as to the appropriate value for t̂. Probability theory, discussed
in Section 1.2, provides a framework for expressing such uncertainty in a precise
and quantitative manner, and decision theory, discussed in Section 1.5, allows us to
exploit this probabilistic representation in order to make predictions that are optimal
according to appropriate criteria.

For the moment, however, we shall proceed rather informally and consider a
simple approach based on curve fitting. In particular, we shall fit the data using a
polynomial function of the form

y(x,w) = w0 + w1x + w2x
2 + . . . + wMxM =

M∑

j=0

wjx
j (1.1)

where M is the order of the polynomial, and xj denotes x raised to the power of j.
The polynomial coefficients w0, . . . , wM are collectively denoted by the vector w.
Note that, although the polynomial function y(x,w) is a nonlinear function of x, it
is a linear function of the coefficients w. Functions, such as the polynomial, which
are linear in the unknown parameters have important properties and are called linear
models and will be discussed extensively in Chapters 3 and 4.

The values of the coefficients will be determined by fitting the polynomial to the
training data. This can be done by minimizing an error function that measures the
misfit between the function y(x,w), for any given value of w, and the training set
data points. One simple choice of error function, which is widely used, is given by
the sum of the squares of the errors between the predictions y(xn,w) for each data
point xn and the corresponding target values tn, so that we minimize

E(w) =
1
2

N∑

n=1

{y(xn,w) − tn}2 (1.2)

where the factor of 1/2 is included for later convenience. We shall discuss the mo-
tivation for this choice of error function later in this chapter. For the moment we
simply note that it is a nonnegative quantity that would be zero if, and only if, the
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where M is the order of the polynomial, and xj denotes x raised to the power of j.
The polynomial coefficients w0, . . . , wM are collectively denoted by the vector w.
Note that, although the polynomial function y(x,w) is a nonlinear function of x, it
is a linear function of the coefficients w. Functions, such as the polynomial, which
are linear in the unknown parameters have important properties and are called linear
models and will be discussed extensively in Chapters 3 and 4.

The values of the coefficients will be determined by fitting the polynomial to the
training data. This can be done by minimizing an error function that measures the
misfit between the function y(x,w), for any given value of w, and the training set
data points. One simple choice of error function, which is widely used, is given by
the sum of the squares of the errors between the predictions y(xn,w) for each data
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detailed treatment lies beyond the scope of this book.
Although each of these tasks needs its own tools and techniques, many of the

key ideas that underpin them are common to all such problems. One of the main
goals of this chapter is to introduce, in a relatively informal way, several of the most
important of these concepts and to illustrate them using simple examples. Later in
the book we shall see these same ideas re-emerge in the context of more sophisti-
cated models that are applicable to real-world pattern recognition applications. This
chapter also provides a self-contained introduction to three important tools that will
be used throughout the book, namely probability theory, decision theory, and infor-
mation theory. Although these might sound like daunting topics, they are in fact
straightforward, and a clear understanding of them is essential if machine learning
techniques are to be used to best effect in practical applications.

1.1. Example: Polynomial Curve Fitting

We begin by introducing a simple regression problem, which we shall use as a run-
ning example throughout this chapter to motivate a number of key concepts. Sup-
pose we observe a real-valued input variable x and we wish to use this observation to
predict the value of a real-valued target variable t. For the present purposes, it is in-
structive to consider an artificial example using synthetically generated data because
we then know the precise process that generated the data for comparison against any
learned model. The data for this example is generated from the function sin(2πx)
with random noise included in the target values, as described in detail in Appendix A.

Now suppose that we are given a training set comprising N observations of x,
written x ≡ (x1, . . . , xN )T, together with corresponding observations of the values
of t, denoted t ≡ (t1, . . . , tN )T. Figure 1.2 shows a plot of a training set comprising
N = 10 data points. The input data set x in Figure 1.2 was generated by choos-
ing values of xn, for n = 1, . . . , N , spaced uniformly in range [0, 1], and the target
data set t was obtained by first computing the corresponding values of the function
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sin(2πx) and then adding a small level of random noise having a Gaussian distri-
bution (the Gaussian distribution is discussed in Section 1.2.4) to each such point in
order to obtain the corresponding value tn. By generating data in this way, we are
capturing a property of many real data sets, namely that they possess an underlying
regularity, which we wish to learn, but that individual observations are corrupted by
random noise. This noise might arise from intrinsically stochastic (i.e. random) pro-
cesses such as radioactive decay but more typically is due to there being sources of
variability that are themselves unobserved.

Our goal is to exploit this training set in order to make predictions of the value
t̂ of the target variable for some new value x̂ of the input variable. As we shall see
later, this involves implicitly trying to discover the underlying function sin(2πx).
This is intrinsically a difficult problem as we have to generalize from a finite data
set. Furthermore the observed data are corrupted with noise, and so for a given x̂
there is uncertainty as to the appropriate value for t̂. Probability theory, discussed
in Section 1.2, provides a framework for expressing such uncertainty in a precise
and quantitative manner, and decision theory, discussed in Section 1.5, allows us to
exploit this probabilistic representation in order to make predictions that are optimal
according to appropriate criteria.

For the moment, however, we shall proceed rather informally and consider a
simple approach based on curve fitting. In particular, we shall fit the data using a
polynomial function of the form

y(x,w) = w0 + w1x + w2x
2 + . . . + wMxM =

M∑

j=0

wjx
j (1.1)

where M is the order of the polynomial, and xj denotes x raised to the power of j.
The polynomial coefficients w0, . . . , wM are collectively denoted by the vector w.
Note that, although the polynomial function y(x,w) is a nonlinear function of x, it
is a linear function of the coefficients w. Functions, such as the polynomial, which
are linear in the unknown parameters have important properties and are called linear
models and will be discussed extensively in Chapters 3 and 4.

The values of the coefficients will be determined by fitting the polynomial to the
training data. This can be done by minimizing an error function that measures the
misfit between the function y(x,w), for any given value of w, and the training set
data points. One simple choice of error function, which is widely used, is given by
the sum of the squares of the errors between the predictions y(xn,w) for each data
point xn and the corresponding target values tn, so that we minimize

E(w) =
1
2

N∑

n=1

{y(xn,w) − tn}2 (1.2)

where the factor of 1/2 is included for later convenience. We shall discuss the mo-
tivation for this choice of error function later in this chapter. For the moment we
simply note that it is a nonnegative quantity that would be zero if, and only if, the

def predict(x,w):
    x_poly = x ** np.arange(len(w))
    return np.dot(x_poly,w)
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detailed treatment lies beyond the scope of this book.
Although each of these tasks needs its own tools and techniques, many of the

key ideas that underpin them are common to all such problems. One of the main
goals of this chapter is to introduce, in a relatively informal way, several of the most
important of these concepts and to illustrate them using simple examples. Later in
the book we shall see these same ideas re-emerge in the context of more sophisti-
cated models that are applicable to real-world pattern recognition applications. This
chapter also provides a self-contained introduction to three important tools that will
be used throughout the book, namely probability theory, decision theory, and infor-
mation theory. Although these might sound like daunting topics, they are in fact
straightforward, and a clear understanding of them is essential if machine learning
techniques are to be used to best effect in practical applications.

1.1. Example: Polynomial Curve Fitting

We begin by introducing a simple regression problem, which we shall use as a run-
ning example throughout this chapter to motivate a number of key concepts. Sup-
pose we observe a real-valued input variable x and we wish to use this observation to
predict the value of a real-valued target variable t. For the present purposes, it is in-
structive to consider an artificial example using synthetically generated data because
we then know the precise process that generated the data for comparison against any
learned model. The data for this example is generated from the function sin(2πx)
with random noise included in the target values, as described in detail in Appendix A.

Now suppose that we are given a training set comprising N observations of x,
written x ≡ (x1, . . . , xN )T, together with corresponding observations of the values
of t, denoted t ≡ (t1, . . . , tN )T. Figure 1.2 shows a plot of a training set comprising
N = 10 data points. The input data set x in Figure 1.2 was generated by choos-
ing values of xn, for n = 1, . . . , N , spaced uniformly in range [0, 1], and the target
data set t was obtained by first computing the corresponding values of the function
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sin(2πx) and then adding a small level of random noise having a Gaussian distri-
bution (the Gaussian distribution is discussed in Section 1.2.4) to each such point in
order to obtain the corresponding value tn. By generating data in this way, we are
capturing a property of many real data sets, namely that they possess an underlying
regularity, which we wish to learn, but that individual observations are corrupted by
random noise. This noise might arise from intrinsically stochastic (i.e. random) pro-
cesses such as radioactive decay but more typically is due to there being sources of
variability that are themselves unobserved.

Our goal is to exploit this training set in order to make predictions of the value
t̂ of the target variable for some new value x̂ of the input variable. As we shall see
later, this involves implicitly trying to discover the underlying function sin(2πx).
This is intrinsically a difficult problem as we have to generalize from a finite data
set. Furthermore the observed data are corrupted with noise, and so for a given x̂
there is uncertainty as to the appropriate value for t̂. Probability theory, discussed
in Section 1.2, provides a framework for expressing such uncertainty in a precise
and quantitative manner, and decision theory, discussed in Section 1.5, allows us to
exploit this probabilistic representation in order to make predictions that are optimal
according to appropriate criteria.

For the moment, however, we shall proceed rather informally and consider a
simple approach based on curve fitting. In particular, we shall fit the data using a
polynomial function of the form

y(x,w) = w0 + w1x + w2x
2 + . . . + wMxM =

M∑

j=0

wjx
j (1.1)

where M is the order of the polynomial, and xj denotes x raised to the power of j.
The polynomial coefficients w0, . . . , wM are collectively denoted by the vector w.
Note that, although the polynomial function y(x,w) is a nonlinear function of x, it
is a linear function of the coefficients w. Functions, such as the polynomial, which
are linear in the unknown parameters have important properties and are called linear
models and will be discussed extensively in Chapters 3 and 4.

The values of the coefficients will be determined by fitting the polynomial to the
training data. This can be done by minimizing an error function that measures the
misfit between the function y(x,w), for any given value of w, and the training set
data points. One simple choice of error function, which is widely used, is given by
the sum of the squares of the errors between the predictions y(xn,w) for each data
point xn and the corresponding target values tn, so that we minimize

E(w) =
1
2

N∑

n=1

{y(xn,w) − tn}2 (1.2)

where the factor of 1/2 is included for later convenience. We shall discuss the mo-
tivation for this choice of error function later in this chapter. For the moment we
simply note that it is a nonnegative quantity that would be zero if, and only if, the
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where M is the order of the polynomial, and xj denotes x raised to the power of j.
The polynomial coefficients w0, . . . , wM are collectively denoted by the vector w.
Note that, although the polynomial function y(x,w) is a nonlinear function of x, it
is a linear function of the coefficients w. Functions, such as the polynomial, which
are linear in the unknown parameters have important properties and are called linear
models and will be discussed extensively in Chapters 3 and 4.

The values of the coefficients will be determined by fitting the polynomial to the
training data. This can be done by minimizing an error function that measures the
misfit between the function y(x,w), for any given value of w, and the training set
data points. One simple choice of error function, which is widely used, is given by
the sum of the squares of the errors between the predictions y(xn,w) for each data
point xn and the corresponding target values tn, so that we minimize
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detailed treatment lies beyond the scope of this book.
Although each of these tasks needs its own tools and techniques, many of the

key ideas that underpin them are common to all such problems. One of the main
goals of this chapter is to introduce, in a relatively informal way, several of the most
important of these concepts and to illustrate them using simple examples. Later in
the book we shall see these same ideas re-emerge in the context of more sophisti-
cated models that are applicable to real-world pattern recognition applications. This
chapter also provides a self-contained introduction to three important tools that will
be used throughout the book, namely probability theory, decision theory, and infor-
mation theory. Although these might sound like daunting topics, they are in fact
straightforward, and a clear understanding of them is essential if machine learning
techniques are to be used to best effect in practical applications.

1.1. Example: Polynomial Curve Fitting

We begin by introducing a simple regression problem, which we shall use as a run-
ning example throughout this chapter to motivate a number of key concepts. Sup-
pose we observe a real-valued input variable x and we wish to use this observation to
predict the value of a real-valued target variable t. For the present purposes, it is in-
structive to consider an artificial example using synthetically generated data because
we then know the precise process that generated the data for comparison against any
learned model. The data for this example is generated from the function sin(2πx)
with random noise included in the target values, as described in detail in Appendix A.

Now suppose that we are given a training set comprising N observations of x,
written x ≡ (x1, . . . , xN )T, together with corresponding observations of the values
of t, denoted t ≡ (t1, . . . , tN )T. Figure 1.2 shows a plot of a training set comprising
N = 10 data points. The input data set x in Figure 1.2 was generated by choos-
ing values of xn, for n = 1, . . . , N , spaced uniformly in range [0, 1], and the target
data set t was obtained by first computing the corresponding values of the function
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sin(2πx) and then adding a small level of random noise having a Gaussian distri-
bution (the Gaussian distribution is discussed in Section 1.2.4) to each such point in
order to obtain the corresponding value tn. By generating data in this way, we are
capturing a property of many real data sets, namely that they possess an underlying
regularity, which we wish to learn, but that individual observations are corrupted by
random noise. This noise might arise from intrinsically stochastic (i.e. random) pro-
cesses such as radioactive decay but more typically is due to there being sources of
variability that are themselves unobserved.

Our goal is to exploit this training set in order to make predictions of the value
t̂ of the target variable for some new value x̂ of the input variable. As we shall see
later, this involves implicitly trying to discover the underlying function sin(2πx).
This is intrinsically a difficult problem as we have to generalize from a finite data
set. Furthermore the observed data are corrupted with noise, and so for a given x̂
there is uncertainty as to the appropriate value for t̂. Probability theory, discussed
in Section 1.2, provides a framework for expressing such uncertainty in a precise
and quantitative manner, and decision theory, discussed in Section 1.5, allows us to
exploit this probabilistic representation in order to make predictions that are optimal
according to appropriate criteria.

For the moment, however, we shall proceed rather informally and consider a
simple approach based on curve fitting. In particular, we shall fit the data using a
polynomial function of the form

y(x,w) = w0 + w1x + w2x
2 + . . . + wMxM =

M∑

j=0

wjx
j (1.1)

where M is the order of the polynomial, and xj denotes x raised to the power of j.
The polynomial coefficients w0, . . . , wM are collectively denoted by the vector w.
Note that, although the polynomial function y(x,w) is a nonlinear function of x, it
is a linear function of the coefficients w. Functions, such as the polynomial, which
are linear in the unknown parameters have important properties and are called linear
models and will be discussed extensively in Chapters 3 and 4.

The values of the coefficients will be determined by fitting the polynomial to the
training data. This can be done by minimizing an error function that measures the
misfit between the function y(x,w), for any given value of w, and the training set
data points. One simple choice of error function, which is widely used, is given by
the sum of the squares of the errors between the predictions y(xn,w) for each data
point xn and the corresponding target values tn, so that we minimize

E(w) =
1
2

N∑

n=1

{y(xn,w) − tn}2 (1.2)

where the factor of 1/2 is included for later convenience. We shall discuss the mo-
tivation for this choice of error function later in this chapter. For the moment we
simply note that it is a nonnegative quantity that would be zero if, and only if, the
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Figure 1.4 Plots of polynomials having various orders M , shown as red curves, fitted to the data set shown in
Figure 1.2.

(RMS) error defined by
ERMS =

√
2E(w⋆)/N (1.3)

in which the division by N allows us to compare different sizes of data sets on
an equal footing, and the square root ensures that ERMS is measured on the same
scale (and in the same units) as the target variable t. Graphs of the training and
test set RMS errors are shown, for various values of M , in Figure 1.5. The test
set error is a measure of how well we are doing in predicting the values of t for
new data observations of x. We note from Figure 1.5 that small values of M give
relatively large values of the test set error, and this can be attributed to the fact that
the corresponding polynomials are rather inflexible and are incapable of capturing
the oscillations in the function sin(2πx). Values of M in the range 3 ! M ! 8
give small values for the test set error, and these also give reasonable representations
of the generating function sin(2πx), as can be seen, for the case of M = 3, from
Figure 1.4.
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d’entraînement «par coeur» : situation de sur-apprentissage

‣ va apprendre à prédire ce qui
n’est pas prévisible à partir de
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(RMS) error defined by
ERMS =

√
2E(w⋆)/N (1.3)

in which the division by N allows us to compare different sizes of data sets on
an equal footing, and the square root ensures that ERMS is measured on the same
scale (and in the same units) as the target variable t. Graphs of the training and
test set RMS errors are shown, for various values of M , in Figure 1.5. The test
set error is a measure of how well we are doing in predicting the values of t for
new data observations of x. We note from Figure 1.5 that small values of M give
relatively large values of the test set error, and this can be attributed to the fact that
the corresponding polynomials are rather inflexible and are incapable of capturing
the oscillations in the function sin(2πx). Values of M in the range 3 ! M ! 8
give small values for the test set error, and these also give reasonable representations
of the generating function sin(2πx), as can be seen, for the case of M = 3, from
Figure 1.4.
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• Comme choisir M ?

‣ on voudrait une valeur intermédiaire qui permet de retrouver la 
tendance générale de la relation entre x et t, sans le bruit

‣ c’est ce qui va permettre de 
bien généraliser à de 
nouvelles entrées !

‣ trouver cette meilleure valeur
de M s’appelle de la
sélection de modèle

‣ on va voir plus tard différentes
techniques
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(RMS) error defined by
ERMS =

√
2E(w⋆)/N (1.3)

in which the division by N allows us to compare different sizes of data sets on
an equal footing, and the square root ensures that ERMS is measured on the same
scale (and in the same units) as the target variable t. Graphs of the training and
test set RMS errors are shown, for various values of M , in Figure 1.5. The test
set error is a measure of how well we are doing in predicting the values of t for
new data observations of x. We note from Figure 1.5 that small values of M give
relatively large values of the test set error, and this can be attributed to the fact that
the corresponding polynomials are rather inflexible and are incapable of capturing
the oscillations in the function sin(2πx). Values of M in the range 3 ! M ! 8
give small values for the test set error, and these also give reasonable representations
of the generating function sin(2πx), as can be seen, for the case of M = 3, from
Figure 1.4.
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Figure 1.5 Graphs of the root-mean-square
error, defined by (1.3), evaluated
on the training set and on an inde-
pendent test set for various values
of M .
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For M = 9, the training set error goes to zero, as we might expect because
this polynomial contains 10 degrees of freedom corresponding to the 10 coefficients
w0, . . . , w9, and so can be tuned exactly to the 10 data points in the training set.
However, the test set error has become very large and, as we saw in Figure 1.4, the
corresponding function y(x,w⋆) exhibits wild oscillations.

This may seem paradoxical because a polynomial of given order contains all
lower order polynomials as special cases. The M = 9 polynomial is therefore capa-
ble of generating results at least as good as the M = 3 polynomial. Furthermore, we
might suppose that the best predictor of new data would be the function sin(2πx)
from which the data was generated (and we shall see later that this is indeed the
case). We know that a power series expansion of the function sin(2πx) contains
terms of all orders, so we might expect that results should improve monotonically as
we increase M .

We can gain some insight into the problem by examining the values of the co-
efficients w⋆ obtained from polynomials of various order, as shown in Table 1.1.
We see that, as M increases, the magnitude of the coefficients typically gets larger.
In particular for the M = 9 polynomial, the coefficients have become finely tuned
to the data by developing large positive and negative values so that the correspond-

Table 1.1 Table of the coefficients w⋆ for
polynomials of various order.
Observe how the typical mag-
nitude of the coefficients in-
creases dramatically as the or-
der of the polynomial increases.

M = 0 M = 1 M = 6 M = 9
w⋆

0 0.19 0.82 0.31 0.35
w⋆

1 -1.27 7.99 232.37
w⋆

2 -25.43 -5321.83
w⋆

3 17.37 48568.31
w⋆

4 -231639.30
w⋆

5 640042.26
w⋆

6 -1061800.52
w⋆

7 1042400.18
w⋆

8 -557682.99
w⋆

9 125201.43

EXEMPLE: RÉGRESSION

• Capacité d’un modèle

‣ aptitude d’un modèle à apprendre «par coeur»

‣ exemple : plus M est grand, plus le modèle a de capacité

• Plus la capacité est grande, plus la différence entre
l’erreur d’entraînement et l’erreur de test augmente

‣ en régression, l’erreur sur tout un ensemble est souvent mesurée 
par la racine de la moyenne des erreurs au carré 
(root-mean-square error)
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Figure 1.4 Plots of polynomials having various orders M , shown as red curves, fitted to the data set shown in
Figure 1.2.

(RMS) error defined by
ERMS =

√
2E(w⋆)/N (1.3)

in which the division by N allows us to compare different sizes of data sets on
an equal footing, and the square root ensures that ERMS is measured on the same
scale (and in the same units) as the target variable t. Graphs of the training and
test set RMS errors are shown, for various values of M , in Figure 1.5. The test
set error is a measure of how well we are doing in predicting the values of t for
new data observations of x. We note from Figure 1.5 that small values of M give
relatively large values of the test set error, and this can be attributed to the fact that
the corresponding polynomials are rather inflexible and are incapable of capturing
the oscillations in the function sin(2πx). Values of M in the range 3 ! M ! 8
give small values for the test set error, and these also give reasonable representations
of the generating function sin(2πx), as can be seen, for the case of M = 3, from
Figure 1.4.
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plus le modèle entraîné va bien généraliser
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Figure 1.6 Plots of the solutions obtained by minimizing the sum-of-squares error function using the M = 9
polynomial for N = 15 data points (left plot) and N = 100 data points (right plot). We see that increasing the
size of the data set reduces the over-fitting problem.

ing polynomial function matches each of the data points exactly, but between data
points (particularly near the ends of the range) the function exhibits the large oscilla-
tions observed in Figure 1.4. Intuitively, what is happening is that the more flexible
polynomials with larger values of M are becoming increasingly tuned to the random
noise on the target values.

It is also interesting to examine the behaviour of a given model as the size of the
data set is varied, as shown in Figure 1.6. We see that, for a given model complexity,
the over-fitting problem become less severe as the size of the data set increases.
Another way to say this is that the larger the data set, the more complex (in other
words more flexible) the model that we can afford to fit to the data. One rough
heuristic that is sometimes advocated is that the number of data points should be
no less than some multiple (say 5 or 10) of the number of adaptive parameters in
the model. However, as we shall see in Chapter 3, the number of parameters is not
necessarily the most appropriate measure of model complexity.

Also, there is something rather unsatisfying about having to limit the number of
parameters in a model according to the size of the available training set. It would
seem more reasonable to choose the complexity of the model according to the com-
plexity of the problem being solved. We shall see that the least squares approach
to finding the model parameters represents a specific case of maximum likelihood
(discussed in Section 1.2.5), and that the over-fitting problem can be understood as
a general property of maximum likelihood. By adopting a Bayesian approach, theSection 3.4
over-fitting problem can be avoided. We shall see that there is no difficulty from
a Bayesian perspective in employing models for which the number of parameters
greatly exceeds the number of data points. Indeed, in a Bayesian model the effective
number of parameters adapts automatically to the size of the data set.

For the moment, however, it is instructive to continue with the current approach
and to consider how in practice we can apply it to data sets of limited size where we
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‣ par exemple, si on connait le «vrai» M

• Régularisation : on réduit la capacité autrement

‣ exemple : on pénalise la somme du carré des paramètres
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‣ où 
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Figure 1.7 Plots of M = 9 polynomials fitted to the data set shown in Figure 1.2 using the regularized error
function (1.4) for two values of the regularization parameter λ corresponding to ln λ = −18 and ln λ = 0. The
case of no regularizer, i.e., λ = 0, corresponding to ln λ = −∞, is shown at the bottom right of Figure 1.4.

may wish to use relatively complex and flexible models. One technique that is often
used to control the over-fitting phenomenon in such cases is that of regularization,
which involves adding a penalty term to the error function (1.2) in order to discourage
the coefficients from reaching large values. The simplest such penalty term takes the
form of a sum of squares of all of the coefficients, leading to a modified error function
of the form

Ẽ(w) =
1
2

N∑

n=1

{y(xn,w) − tn}2 +
λ

2
∥w∥2 (1.4)

where ∥w∥2 ≡ wTw = w2
0 + w2

1 + . . . + w2
M , and the coefficient λ governs the rel-

ative importance of the regularization term compared with the sum-of-squares error
term. Note that often the coefficient w0 is omitted from the regularizer because its
inclusion causes the results to depend on the choice of origin for the target variable
(Hastie et al., 2001), or it may be included but with its own regularization coefficient
(we shall discuss this topic in more detail in Section 5.5.1). Again, the error function
in (1.4) can be minimized exactly in closed form. Techniques such as this are knownExercise 1.2
in the statistics literature as shrinkage methods because they reduce the value of the
coefficients. The particular case of a quadratic regularizer is called ridge regres-
sion (Hoerl and Kennard, 1970). In the context of neural networks, this approach is
known as weight decay.

Figure 1.7 shows the results of fitting the polynomial of order M = 9 to the
same data set as before but now using the regularized error function given by (1.4).
We see that, for a value of lnλ = −18, the over-fitting has been suppressed and we
now obtain a much closer representation of the underlying function sin(2πx). If,
however, we use too large a value for λ then we again obtain a poor fit, as shown in
Figure 1.7 for lnλ = 0. The corresponding coefficients from the fitted polynomials
are given in Table 1.2, showing that regularization has the desired effect of reducing
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may wish to use relatively complex and flexible models. One technique that is often
used to control the over-fitting phenomenon in such cases is that of regularization,
which involves adding a penalty term to the error function (1.2) in order to discourage
the coefficients from reaching large values. The simplest such penalty term takes the
form of a sum of squares of all of the coefficients, leading to a modified error function
of the form

Ẽ(w) =
1
2

N∑

n=1

{y(xn,w) − tn}2 +
λ

2
∥w∥2 (1.4)

where ∥w∥2 ≡ wTw = w2
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1 + . . . + w2
M , and the coefficient λ governs the rel-

ative importance of the regularization term compared with the sum-of-squares error
term. Note that often the coefficient w0 is omitted from the regularizer because its
inclusion causes the results to depend on the choice of origin for the target variable
(Hastie et al., 2001), or it may be included but with its own regularization coefficient
(we shall discuss this topic in more detail in Section 5.5.1). Again, the error function
in (1.4) can be minimized exactly in closed form. Techniques such as this are knownExercise 1.2
in the statistics literature as shrinkage methods because they reduce the value of the
coefficients. The particular case of a quadratic regularizer is called ridge regres-
sion (Hoerl and Kennard, 1970). In the context of neural networks, this approach is
known as weight decay.

Figure 1.7 shows the results of fitting the polynomial of order M = 9 to the
same data set as before but now using the regularized error function given by (1.4).
We see that, for a value of lnλ = −18, the over-fitting has been suppressed and we
now obtain a much closer representation of the underlying function sin(2πx). If,
however, we use too large a value for λ then we again obtain a poor fit, as shown in
Figure 1.7 for lnλ = 0. The corresponding coefficients from the fitted polynomials
are given in Table 1.2, showing that regularization has the desired effect of reducing

contrôle 
la capacité
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Figure 1.5 Graphs of the root-mean-square
error, defined by (1.3), evaluated
on the training set and on an inde-
pendent test set for various values
of M .
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For M = 9, the training set error goes to zero, as we might expect because
this polynomial contains 10 degrees of freedom corresponding to the 10 coefficients
w0, . . . , w9, and so can be tuned exactly to the 10 data points in the training set.
However, the test set error has become very large and, as we saw in Figure 1.4, the
corresponding function y(x,w⋆) exhibits wild oscillations.

This may seem paradoxical because a polynomial of given order contains all
lower order polynomials as special cases. The M = 9 polynomial is therefore capa-
ble of generating results at least as good as the M = 3 polynomial. Furthermore, we
might suppose that the best predictor of new data would be the function sin(2πx)
from which the data was generated (and we shall see later that this is indeed the
case). We know that a power series expansion of the function sin(2πx) contains
terms of all orders, so we might expect that results should improve monotonically as
we increase M .

We can gain some insight into the problem by examining the values of the co-
efficients w⋆ obtained from polynomials of various order, as shown in Table 1.1.
We see that, as M increases, the magnitude of the coefficients typically gets larger.
In particular for the M = 9 polynomial, the coefficients have become finely tuned
to the data by developing large positive and negative values so that the correspond-

Table 1.1 Table of the coefficients w⋆ for
polynomials of various order.
Observe how the typical mag-
nitude of the coefficients in-
creases dramatically as the or-
der of the polynomial increases.

M = 0 M = 1 M = 6 M = 9
w⋆

0 0.19 0.82 0.31 0.35
w⋆

1 -1.27 7.99 232.37
w⋆

2 -25.43 -5321.83
w⋆

3 17.37 48568.31
w⋆

4 -231639.30
w⋆

5 640042.26
w⋆

6 -1061800.52
w⋆

7 1042400.18
w⋆

8 -557682.99
w⋆

9 125201.43
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may wish to use relatively complex and flexible models. One technique that is often
used to control the over-fitting phenomenon in such cases is that of regularization,
which involves adding a penalty term to the error function (1.2) in order to discourage
the coefficients from reaching large values. The simplest such penalty term takes the
form of a sum of squares of all of the coefficients, leading to a modified error function
of the form
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{y(xn,w) − tn}2 +
λ

2
∥w∥2 (1.4)

where ∥w∥2 ≡ wTw = w2
0 + w2

1 + . . . + w2
M , and the coefficient λ governs the rel-

ative importance of the regularization term compared with the sum-of-squares error
term. Note that often the coefficient w0 is omitted from the regularizer because its
inclusion causes the results to depend on the choice of origin for the target variable
(Hastie et al., 2001), or it may be included but with its own regularization coefficient
(we shall discuss this topic in more detail in Section 5.5.1). Again, the error function
in (1.4) can be minimized exactly in closed form. Techniques such as this are knownExercise 1.2
in the statistics literature as shrinkage methods because they reduce the value of the
coefficients. The particular case of a quadratic regularizer is called ridge regres-
sion (Hoerl and Kennard, 1970). In the context of neural networks, this approach is
known as weight decay.

Figure 1.7 shows the results of fitting the polynomial of order M = 9 to the
same data set as before but now using the regularized error function given by (1.4).
We see that, for a value of lnλ = −18, the over-fitting has been suppressed and we
now obtain a much closer representation of the underlying function sin(2πx). If,
however, we use too large a value for λ then we again obtain a poor fit, as shown in
Figure 1.7 for lnλ = 0. The corresponding coefficients from the fitted polynomials
are given in Table 1.2, showing that regularization has the desired effect of reducing
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1.1. Example: Polynomial Curve Fitting 11

Table 1.2 Table of the coefficients w⋆ for M =
9 polynomials with various values for
the regularization parameter λ. Note
that ln λ = −∞ corresponds to a
model with no regularization, i.e., to
the graph at the bottom right in Fig-
ure 1.4. We see that, as the value of
λ increases, the typical magnitude of
the coefficients gets smaller.

ln λ = −∞ lnλ = −18 lnλ = 0
w⋆

0 0.35 0.35 0.13
w⋆

1 232.37 4.74 -0.05
w⋆

2 -5321.83 -0.77 -0.06
w⋆

3 48568.31 -31.97 -0.05
w⋆

4 -231639.30 -3.89 -0.03
w⋆

5 640042.26 55.28 -0.02
w⋆

6 -1061800.52 41.32 -0.01
w⋆

7 1042400.18 -45.95 -0.00
w⋆

8 -557682.99 -91.53 0.00
w⋆

9 125201.43 72.68 0.01

the magnitude of the coefficients.
The impact of the regularization term on the generalization error can be seen by

plotting the value of the RMS error (1.3) for both training and test sets against lnλ,
as shown in Figure 1.8. We see that in effect λ now controls the effective complexity
of the model and hence determines the degree of over-fitting.

The issue of model complexity is an important one and will be discussed at
length in Section 1.3. Here we simply note that, if we were trying to solve a practical
application using this approach of minimizing an error function, we would have to
find a way to determine a suitable value for the model complexity. The results above
suggest a simple way of achieving this, namely by taking the available data and
partitioning it into a training set, used to determine the coefficients w, and a separate
validation set, also called a hold-out set, used to optimize the model complexity
(either M or λ). In many cases, however, this will prove to be too wasteful of
valuable training data, and we have to seek more sophisticated approaches.Section 1.3

So far our discussion of polynomial curve fitting has appealed largely to in-
tuition. We now seek a more principled approach to solving problems in pattern
recognition by turning to a discussion of probability theory. As well as providing the
foundation for nearly all of the subsequent developments in this book, it will also

Figure 1.8 Graph of the root-mean-square er-
ror (1.3) versus ln λ for the M = 9
polynomial.
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Figure 1.7 Plots of M = 9 polynomials fitted to the data set shown in Figure 1.2 using the regularized error
function (1.4) for two values of the regularization parameter λ corresponding to ln λ = −18 and ln λ = 0. The
case of no regularizer, i.e., λ = 0, corresponding to ln λ = −∞, is shown at the bottom right of Figure 1.4.

may wish to use relatively complex and flexible models. One technique that is often
used to control the over-fitting phenomenon in such cases is that of regularization,
which involves adding a penalty term to the error function (1.2) in order to discourage
the coefficients from reaching large values. The simplest such penalty term takes the
form of a sum of squares of all of the coefficients, leading to a modified error function
of the form

Ẽ(w) =
1
2

N∑

n=1

{y(xn,w) − tn}2 +
λ

2
∥w∥2 (1.4)

where ∥w∥2 ≡ wTw = w2
0 + w2

1 + . . . + w2
M , and the coefficient λ governs the rel-

ative importance of the regularization term compared with the sum-of-squares error
term. Note that often the coefficient w0 is omitted from the regularizer because its
inclusion causes the results to depend on the choice of origin for the target variable
(Hastie et al., 2001), or it may be included but with its own regularization coefficient
(we shall discuss this topic in more detail in Section 5.5.1). Again, the error function
in (1.4) can be minimized exactly in closed form. Techniques such as this are knownExercise 1.2
in the statistics literature as shrinkage methods because they reduce the value of the
coefficients. The particular case of a quadratic regularizer is called ridge regres-
sion (Hoerl and Kennard, 1970). In the context of neural networks, this approach is
known as weight decay.

Figure 1.7 shows the results of fitting the polynomial of order M = 9 to the
same data set as before but now using the regularized error function given by (1.4).
We see that, for a value of lnλ = −18, the over-fitting has been suppressed and we
now obtain a much closer representation of the underlying function sin(2πx). If,
however, we use too large a value for λ then we again obtain a poor fit, as shown in
Figure 1.7 for lnλ = 0. The corresponding coefficients from the fitted polynomials
are given in Table 1.2, showing that regularization has the desired effect of reducing
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9 polynomials with various values for
the regularization parameter λ. Note
that ln λ = −∞ corresponds to a
model with no regularization, i.e., to
the graph at the bottom right in Fig-
ure 1.4. We see that, as the value of
λ increases, the typical magnitude of
the coefficients gets smaller.

ln λ = −∞ lnλ = −18 lnλ = 0
w⋆

0 0.35 0.35 0.13
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1 232.37 4.74 -0.05
w⋆
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3 48568.31 -31.97 -0.05
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9 125201.43 72.68 0.01

the magnitude of the coefficients.
The impact of the regularization term on the generalization error can be seen by

plotting the value of the RMS error (1.3) for both training and test sets against lnλ,
as shown in Figure 1.8. We see that in effect λ now controls the effective complexity
of the model and hence determines the degree of over-fitting.

The issue of model complexity is an important one and will be discussed at
length in Section 1.3. Here we simply note that, if we were trying to solve a practical
application using this approach of minimizing an error function, we would have to
find a way to determine a suitable value for the model complexity. The results above
suggest a simple way of achieving this, namely by taking the available data and
partitioning it into a training set, used to determine the coefficients w, and a separate
validation set, also called a hold-out set, used to optimize the model complexity
(either M or λ). In many cases, however, this will prove to be too wasteful of
valuable training data, and we have to seek more sophisticated approaches.Section 1.3

So far our discussion of polynomial curve fitting has appealed largely to in-
tuition. We now seek a more principled approach to solving problems in pattern
recognition by turning to a discussion of probability theory. As well as providing the
foundation for nearly all of the subsequent developments in this book, it will also

Figure 1.8 Graph of the root-mean-square er-
ror (1.3) versus ln λ for the M = 9
polynomial.
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• Solution 1 : on réserve des données d’entraînement 
pour comparer différentes valeurs

‣ garde la majorité pour l’ensemble d’entraînement            (ex. 80%)

‣ le reste,             (ex. 20%), servira à comparer les hyper-paramètres

• On appelle             l’ensemble de validation
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• Algorithme de sélection de modèle

‣ pour chaque valeur d’hyper-paramètres à comparer

- obtenir un modèle entraîné à partir de 

- évaluer la performance du modèle sur 

‣ retourner le choix d’hyper-paramètres ayant donné le modèle avec 
la meilleure performance sur
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• Lorsqu’on a peu de données, 20% est trop peu pour 
estimer la performance de généralisation

• On pourrait répéter la procédure de séparation train/valid 
plus d’une fois

• S-fold cross-validation : divise les données en S 
portions différentes

‣ chaque portion est utilisée une fois en tant que 
40
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S-fold cross-validation
1.4. The Curse of Dimensionality 33

Figure 1.18 The technique of S-fold cross-validation, illus-
trated here for the case of S = 4, involves tak-
ing the available data and partitioning it into S
groups (in the simplest case these are of equal
size). Then S − 1 of the groups are used to train
a set of models that are then evaluated on the re-
maining group. This procedure is then repeated
for all S possible choices for the held-out group,
indicated here by the red blocks, and the perfor-
mance scores from the S runs are then averaged.

run 1

run 2

run 3

run 4

data to assess performance. When data is particularly scarce, it may be appropriate
to consider the case S = N , where N is the total number of data points, which gives
the leave-one-out technique.

One major drawback of cross-validation is that the number of training runs that
must be performed is increased by a factor of S, and this can prove problematic for
models in which the training is itself computationally expensive. A further problem
with techniques such as cross-validation that use separate data to assess performance
is that we might have multiple complexity parameters for a single model (for in-
stance, there might be several regularization parameters). Exploring combinations
of settings for such parameters could, in the worst case, require a number of training
runs that is exponential in the number of parameters. Clearly, we need a better ap-
proach. Ideally, this should rely only on the training data and should allow multiple
hyperparameters and model types to be compared in a single training run. We there-
fore need to find a measure of performance which depends only on the training data
and which does not suffer from bias due to over-fitting.

Historically various ‘information criteria’ have been proposed that attempt to
correct for the bias of maximum likelihood by the addition of a penalty term to
compensate for the over-fitting of more complex models. For example, the Akaike
information criterion, or AIC (Akaike, 1974), chooses the model for which the quan-
tity

ln p(D|wML) − M (1.73)

is largest. Here p(D|wML) is the best-fit log likelihood, and M is the number of
adjustable parameters in the model. A variant of this quantity, called the Bayesian
information criterion, or BIC, will be discussed in Section 4.4.1. Such criteria do
not take account of the uncertainty in the model parameters, however, and in practice
they tend to favour overly simple models. We therefore turn in Section 3.4 to a fully
Bayesian approach where we shall see how complexity penalties arise in a natural
and principled way.

1.4. The Curse of Dimensionality

In the polynomial curve fitting example we had just one input variable x. For prac-
tical applications of pattern recognition, however, we will have to deal with spaces

D1 D2 D3 D4



Sujets: 

HUGO LAROCHELLE

SÉLECTION DE MODÈLE

• Sélection de modèle avec S-fold cross-validation

‣ pour s = 1 ... S

- pour chaque valeur d’hyper-paramètres à comparer

✓ obtenir un modèle entraîné à partir de 

✓ évaluer la performance du modèle sur 

‣ retourner la valeur des hyper-paramètres ayant la meilleure 
performance moyenne sur les ensembles 

• Si S = N, on parle alors de méthode leave-one-out
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S-fold cross-validation, leave-one-out
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• Comment déterminer la liste des valeurs d’hyper-
paramètres à comparer ?

‣ recherche sur une grille (grid search) :

- détermine une liste de valeur pour chaque hyper-paramètre

- construit la liste de toutes les combinaisons possibles
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recherche sur une grille

>>> M = [1,2]
>>> lba = [0,1e-6,1e-3]
>>> hypers = [ [ (m,l) for m in M ] for l in lba ]
>>> print hypers
[[(1, 0), (2, 0)], [(1, 1e-06), (2, 1e-06)], [(1, 0.001), 
(2, 0.001)]]
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• Jusqu’à maintenant, on a considéré un problème 
où les entrées vivent sur 1 dimension

• Qu’arrive-t-il si on augmente le nombre de dimensions ?
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4 1. INTRODUCTION

Figure 1.2 Plot of a training data set of N =
10 points, shown as blue circles,
each comprising an observation
of the input variable x along with
the corresponding target variable
t. The green curve shows the
function sin(2πx) used to gener-
ate the data. Our goal is to pre-
dict the value of t for some new
value of x, without knowledge of
the green curve.
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detailed treatment lies beyond the scope of this book.
Although each of these tasks needs its own tools and techniques, many of the

key ideas that underpin them are common to all such problems. One of the main
goals of this chapter is to introduce, in a relatively informal way, several of the most
important of these concepts and to illustrate them using simple examples. Later in
the book we shall see these same ideas re-emerge in the context of more sophisti-
cated models that are applicable to real-world pattern recognition applications. This
chapter also provides a self-contained introduction to three important tools that will
be used throughout the book, namely probability theory, decision theory, and infor-
mation theory. Although these might sound like daunting topics, they are in fact
straightforward, and a clear understanding of them is essential if machine learning
techniques are to be used to best effect in practical applications.

1.1. Example: Polynomial Curve Fitting

We begin by introducing a simple regression problem, which we shall use as a run-
ning example throughout this chapter to motivate a number of key concepts. Sup-
pose we observe a real-valued input variable x and we wish to use this observation to
predict the value of a real-valued target variable t. For the present purposes, it is in-
structive to consider an artificial example using synthetically generated data because
we then know the precise process that generated the data for comparison against any
learned model. The data for this example is generated from the function sin(2πx)
with random noise included in the target values, as described in detail in Appendix A.

Now suppose that we are given a training set comprising N observations of x,
written x ≡ (x1, . . . , xN )T, together with corresponding observations of the values
of t, denoted t ≡ (t1, . . . , tN )T. Figure 1.2 shows a plot of a training set comprising
N = 10 data points. The input data set x in Figure 1.2 was generated by choos-
ing values of xn, for n = 1, . . . , N , spaced uniformly in range [0, 1], and the target
data set t was obtained by first computing the corresponding values of the function

1.1. Example: Polynomial Curve Fitting 5

sin(2πx) and then adding a small level of random noise having a Gaussian distri-
bution (the Gaussian distribution is discussed in Section 1.2.4) to each such point in
order to obtain the corresponding value tn. By generating data in this way, we are
capturing a property of many real data sets, namely that they possess an underlying
regularity, which we wish to learn, but that individual observations are corrupted by
random noise. This noise might arise from intrinsically stochastic (i.e. random) pro-
cesses such as radioactive decay but more typically is due to there being sources of
variability that are themselves unobserved.

Our goal is to exploit this training set in order to make predictions of the value
t̂ of the target variable for some new value x̂ of the input variable. As we shall see
later, this involves implicitly trying to discover the underlying function sin(2πx).
This is intrinsically a difficult problem as we have to generalize from a finite data
set. Furthermore the observed data are corrupted with noise, and so for a given x̂
there is uncertainty as to the appropriate value for t̂. Probability theory, discussed
in Section 1.2, provides a framework for expressing such uncertainty in a precise
and quantitative manner, and decision theory, discussed in Section 1.5, allows us to
exploit this probabilistic representation in order to make predictions that are optimal
according to appropriate criteria.

For the moment, however, we shall proceed rather informally and consider a
simple approach based on curve fitting. In particular, we shall fit the data using a
polynomial function of the form

y(x,w) = w0 + w1x + w2x
2 + . . . + wMxM =

M∑

j=0

wjx
j (1.1)

where M is the order of the polynomial, and xj denotes x raised to the power of j.
The polynomial coefficients w0, . . . , wM are collectively denoted by the vector w.
Note that, although the polynomial function y(x,w) is a nonlinear function of x, it
is a linear function of the coefficients w. Functions, such as the polynomial, which
are linear in the unknown parameters have important properties and are called linear
models and will be discussed extensively in Chapters 3 and 4.

The values of the coefficients will be determined by fitting the polynomial to the
training data. This can be done by minimizing an error function that measures the
misfit between the function y(x,w), for any given value of w, and the training set
data points. One simple choice of error function, which is widely used, is given by
the sum of the squares of the errors between the predictions y(xn,w) for each data
point xn and the corresponding target values tn, so that we minimize

E(w) =
1
2

N∑

n=1

{y(xn,w) − tn}2 (1.2)

where the factor of 1/2 is included for later convenience. We shall discuss the mo-
tivation for this choice of error function later in this chapter. For the moment we
simply note that it is a nonnegative quantity that would be zero if, and only if, the
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• Notre modèle de régression aura plus de paramètres

‣ pour M = 3 ,on a maintenant 1 + D + D 
2 + D 

3 paramètres

• De façon générale, augmente selon O(D 
M) !

‣ pour D=100, M=3, on a déjà plus d’un million de paramètres
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extend this approach to deal with input spaces having several variables. If we have
D input variables, then a general polynomial with coefficients up to order 3 would
take the form

y(x,w) = w0 +
D∑

i=1

wixi +
D∑

i=1

D∑

j=1

wijxixj +
D∑

i=1

D∑

j=1

D∑

k=1

wijkxixjxk. (1.74)

As D increases, so the number of independent coefficients (not all of the coefficients
are independent due to interchange symmetries amongst the x variables) grows pro-
portionally to D3. In practice, to capture complex dependencies in the data, we may
need to use a higher-order polynomial. For a polynomial of order M , the growth in
the number of coefficients is like DM . Although this is now a power law growth,Exercise 1.16
rather than an exponential growth, it still points to the method becoming rapidly
unwieldy and of limited practical utility.

Our geometrical intuitions, formed through a life spent in a space of three di-
mensions, can fail badly when we consider spaces of higher dimensionality. As a
simple example, consider a sphere of radius r = 1 in a space of D dimensions, and
ask what is the fraction of the volume of the sphere that lies between radius r = 1−ϵ
and r = 1. We can evaluate this fraction by noting that the volume of a sphere of
radius r in D dimensions must scale as rD, and so we write

VD(r) = KDrD (1.75)

where the constant KD depends only on D. Thus the required fraction is given byExercise 1.18

VD(1) − VD(1 − ϵ)
VD(1)

= 1 − (1 − ϵ)D (1.76)

which is plotted as a function of ϵ for various values of D in Figure 1.22. We see
that, for large D, this fraction tends to 1 even for small values of ϵ. Thus, in spaces
of high dimensionality, most of the volume of a sphere is concentrated in a thin shell
near the surface!

As a further example, of direct relevance to pattern recognition, consider the
behaviour of a Gaussian distribution in a high-dimensional space. If we transform
from Cartesian to polar coordinates, and then integrate out the directional variables,
we obtain an expression for the density p(r) as a function of radius r from the origin.Exercise 1.20
Thus p(r)δr is the probability mass inside a thin shell of thickness δr located at
radius r. This distribution is plotted, for various values of D, in Figure 1.23, and we
see that for large D the probability mass of the Gaussian is concentrated in a thin
shell.

The severe difficulty that can arise in spaces of many dimensions is sometimes
called the curse of dimensionality (Bellman, 1961). In this book, we shall make ex-
tensive use of illustrative examples involving input spaces of one or two dimensions,
because this makes it particularly easy to illustrate the techniques graphically. The
reader should be warned, however, that not all intuitions developed in spaces of low
dimensionality will generalize to spaces of many dimensions.



Sujets: 

HUGO LAROCHELLE

MALÉDICTION DE LA DIMENSIONNALITÉ

• Comment garantir qu’on généralise bien à une entrée x ?

‣ avoir des entrées similaires dans l’ensemble d’entraînement

• Imaginons qu’on divise également l’espace d’entrée en 
région (hypercubes)

‣ on aimerait avoir un exemple d’entraînement dans chaque région

‣ qu’arrive-t-il au nombre de régions, lorsque D augmente ?
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Figure 1.20 Illustration of a simple approach
to the solution of a classification
problem in which the input space
is divided into cells and any new
test point is assigned to the class
that has a majority number of rep-
resentatives in the same cell as
the test point. As we shall see
shortly, this simplistic approach
has some severe shortcomings.
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fall in the same cell. The identity of the test point is predicted as being the same
as the class having the largest number of training points in the same cell as the test
point (with ties being broken at random).

There are numerous problems with this naive approach, but one of the most se-
vere becomes apparent when we consider its extension to problems having larger
numbers of input variables, corresponding to input spaces of higher dimensionality.
The origin of the problem is illustrated in Figure 1.21, which shows that, if we divide
a region of a space into regular cells, then the number of such cells grows exponen-
tially with the dimensionality of the space. The problem with an exponentially large
number of cells is that we would need an exponentially large quantity of training data
in order to ensure that the cells are not empty. Clearly, we have no hope of applying
such a technique in a space of more than a few variables, and so we need to find a
more sophisticated approach.

We can gain further insight into the problems of high-dimensional spaces by
returning to the example of polynomial curve fitting and considering how we wouldSection 1.1

Figure 1.21 Illustration of the
curse of dimensionality, showing
how the number of regions of a
regular grid grows exponentially
with the dimensionality D of the
space. For clarity, only a subset of
the cubical regions are shown for
D = 3.
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nombre d’exemples pour bien généraliser
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Figure 1.20 Illustration of a simple approach
to the solution of a classification
problem in which the input space
is divided into cells and any new
test point is assigned to the class
that has a majority number of rep-
resentatives in the same cell as
the test point. As we shall see
shortly, this simplistic approach
has some severe shortcomings.
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fall in the same cell. The identity of the test point is predicted as being the same
as the class having the largest number of training points in the same cell as the test
point (with ties being broken at random).

There are numerous problems with this naive approach, but one of the most se-
vere becomes apparent when we consider its extension to problems having larger
numbers of input variables, corresponding to input spaces of higher dimensionality.
The origin of the problem is illustrated in Figure 1.21, which shows that, if we divide
a region of a space into regular cells, then the number of such cells grows exponen-
tially with the dimensionality of the space. The problem with an exponentially large
number of cells is that we would need an exponentially large quantity of training data
in order to ensure that the cells are not empty. Clearly, we have no hope of applying
such a technique in a space of more than a few variables, and so we need to find a
more sophisticated approach.

We can gain further insight into the problems of high-dimensional spaces by
returning to the example of polynomial curve fitting and considering how we wouldSection 1.1

Figure 1.21 Illustration of the
curse of dimensionality, showing
how the number of regions of a
regular grid grows exponentially
with the dimensionality D of the
space. For clarity, only a subset of
the cubical regions are shown for
D = 3.
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Nombre de régions augmente selon O(3 
D)
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• La difficulté à bien généraliser peut donc potentiellement 
augmenter exponentiellement avec la dimensionnalité 
D des entrées

• Cette observation est appelée la malédiction de la 
dimensionnalité

• Nécessite le design de modèles / algorithmes appropriés 
pour chaque problème

‣ on cherche des modèles / algorithmes qui vont bien exploiter les 
données à notre disposition
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Apprentissage automatique
Concepts fondamentaux - résumé
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• Un algorithme d’apprentissage

‣ entraîne un modèle à partir d’un ensemble d’entraînement, 
pouvant faire des prédictions sur de nouvelles données

‣ a des hyper-paramètres qui contrôlent la capacité du modèle 
entraîné, choisis à l’aide d’une procédure de sélection de 
modèle

‣ mesure sa performance de généralisation sur un ensemble de 
test (selon une fonction d’erreur qui peut être différente de la 
perte d’entraînement)

APPRENTISSAGE AUTOMATIQUE
algorithme d’apprentissage
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• Un algorithme d’apprentissage

‣ aura une meilleure performance de généralisation si la quantité de 
données d’entraînement augmente

‣ peut souffrir de sous-apprentissage (pas assez de capacité) ou 
sur-apprentissage (trop de capacité)

‣ sera plus ou moins victime de la malédiction de la dimensionnalité

APPRENTISSAGE AUTOMATIQUE
algorithme d’apprentissage
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