
Apprentissage automatique
Concepts fondamentaux - décomposition en valeurs propres
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HUGO LAROCHELLE

VECTEURS ET VALEURS PROPRES

• Soit A une matrice carrée M ⨉ M

• Les vecteurs propres ui (i=1,...,M) sont ceux qui 

satisfont

où     est la valeur propre associée au vecteur ui

• De plus, les vecteurs sont orthonormaux :
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Similarly
∂

∂x
(AB) =

∂A
∂x

B + A
∂B
∂x

. (C.20)

The derivative of the inverse of a matrix can be expressed as

∂

∂x

(
A−1

)
= −A−1 ∂A

∂x
A−1 (C.21)

as can be shown by differentiating the equation A−1A = I using (C.20) and then
right multiplying by A−1. Also

∂

∂x
ln |A| = Tr

(
A−1 ∂A

∂x

)
(C.22)

which we shall prove later. If we choose x to be one of the elements of A, we have

∂

∂Aij
Tr (AB) = Bji (C.23)

as can be seen by writing out the matrices using index notation. We can write this
result more compactly in the form

∂

∂A
Tr (AB) = BT. (C.24)

With this notation, we have the following properties

∂

∂A
Tr

(
ATB

)
= B (C.25)

∂

∂A
Tr(A) = I (C.26)

∂

∂A
Tr(ABAT) = A(B + BT) (C.27)

which can again be proven by writing out the matrix indices. We also have

∂

∂A
ln |A| =

(
A−1

)T
(C.28)

which follows from (C.22) and (C.26).

Eigenvector Equation

For a square matrix A of size M × M , the eigenvector equation is defined by

Aui = λiui (C.29)
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uiT ui = 1    et     uiT uj = 0  si i≠j
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DÉCOMPOSITION EN VALEURS PROPRES

• On va s’intéresser surtout au cas où A est une matrice 

symétrique

• Dans ce cas, on peut l’écrire (décomposer) comme suit :

• Il existe plusieurs librairies permettant de trouver les 
valeurs et vecteurs propres numériquement
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These last two equations can also be written in the form

A =
M∑

i=1

λiuiuT
i (C.45)

A−1 =
M∑

i=1

1
λi

uiuT
i . (C.46)

If we take the determinant of (C.43), and use (C.12), we obtain

|A| =
M∏

i=1

λi. (C.47)

Similarly, taking the trace of (C.43), and using the cyclic property (C.8) of the trace
operator together with UTU = I, we have

Tr(A) =
M∑

i=1

λi. (C.48)

We leave it as an exercise for the reader to verify (C.22) by making use of the results
(C.33), (C.45), (C.46), and (C.47).

A matrix A is said to be positive definite, denoted by A ≻ 0, if wTAw > 0 for
all values of the vector w. Equivalently, a positive definite matrix has λi > 0 for all
of its eigenvalues (as can be seen by setting w to each of the eigenvectors in turn,
and by noting that an arbitrary vector can be expanded as a linear combination of the
eigenvectors). Note that positive definite is not the same as all the elements being
positive. For example, the matrix

(
1 2
3 4

)
(C.49)

has eigenvalues λ1 ≃ 5.37 and λ2 ≃ −0.37. A matrix is said to be positive semidef-
inite if wTAw ! 0 holds for all values of w, which is denoted A ≽ 0, and is
equivalent to λi ! 0.
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DÉCOMPOSITION EN VALEURS PROPRES

• On va s’intéresser surtout au cas où A est une matrice 

symétrique

• Dans ce cas, on peut l’écrire (décomposer) comme suit :

où les colonnes de U sont les vecteurs propres ui et        

est une matrice diagonale où les     sont sur sa diagonale
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and then choose the second to be orthogonal to the first (it can be shown that the de-
generate eigenvectors are never linearly dependent). Hence the eigenvectors can be
chosen to be orthogonal, and by normalizing can be set to unit length. Because there
are M eigenvalues, the corresponding M orthogonal eigenvectors form a complete
set and so any M -dimensional vector can be expressed as a linear combination of
the eigenvectors.

We can take the eigenvectors ui to be the columns of an M × M matrix U,
which from orthonormality satisfies

UTU = I. (C.37)

Such a matrix is said to be orthogonal. Interestingly, the rows of this matrix are also
orthogonal, so that UUT = I. To show this, note that (C.37) implies UTUU−1 =
U−1 = UT and so UU−1 = UUT = I. Using (C.12), it also follows that |U| = 1.

The eigenvector equation (C.29) can be expressed in terms of U in the form

AU = UΛ (C.38)

where Λ is an M × M diagonal matrix whose diagonal elements are given by the
eigenvalues λi.

If we consider a column vector x that is transformed by an orthogonal matrix U
to give a new vector

x̃ = Ux (C.39)

then the length of the vector is preserved because

x̃Tx̃ = xTUTUx = xTx (C.40)

and similarly the angle between any two such vectors is preserved because

x̃Tỹ = xTUTUy = xTy. (C.41)

Thus, multiplication by U can be interpreted as a rigid rotation of the coordinate
system.

From (C.38), it follows that

UTAU = Λ (C.42)

and because Λ is a diagonal matrix, we say that the matrix A is diagonalized by the
matrix U. If we left multiply by U and right multiply by UT, we obtain

A = UΛUT (C.43)

Taking the inverse of this equation, and using (C.3) together with U−1 = UT, we
have

A−1 = UΛ−1UT. (C.44)
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PROPRIÉTÉS

• La décomposition en valeurs propres est souvent plus 
facile à manipuler, grâce à ses propriétés

‣ Le déterminant d’une matrice symétrique est le produit de ses 
valeurs propres :

5

propriété du déterminant
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These last two equations can also be written in the form

A =
M∑

i=1

λiuiuT
i (C.45)

A−1 =
M∑

i=1

1
λi

uiuT
i . (C.46)

If we take the determinant of (C.43), and use (C.12), we obtain

|A| =
M∏

i=1

λi. (C.47)

Similarly, taking the trace of (C.43), and using the cyclic property (C.8) of the trace
operator together with UTU = I, we have

Tr(A) =
M∑

i=1

λi. (C.48)

We leave it as an exercise for the reader to verify (C.22) by making use of the results
(C.33), (C.45), (C.46), and (C.47).

A matrix A is said to be positive definite, denoted by A ≻ 0, if wTAw > 0 for
all values of the vector w. Equivalently, a positive definite matrix has λi > 0 for all
of its eigenvalues (as can be seen by setting w to each of the eigenvectors in turn,
and by noting that an arbitrary vector can be expanded as a linear combination of the
eigenvectors). Note that positive definite is not the same as all the elements being
positive. For example, the matrix

(
1 2
3 4

)
(C.49)

has eigenvalues λ1 ≃ 5.37 and λ2 ≃ −0.37. A matrix is said to be positive semidef-
inite if wTAw ! 0 holds for all values of w, which is denoted A ≽ 0, and is
equivalent to λi ! 0.
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PROPRIÉTÉS

• La décomposition en valeurs propres est souvent plus 
facile à manipuler, grâce à ses propriétés

‣ La trace d’une matrice symétrique est la somme de ses valeurs 
propres :

6
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These last two equations can also be written in the form

A =
M∑

i=1

λiuiuT
i (C.45)

A−1 =
M∑

i=1

1
λi

uiuT
i . (C.46)

If we take the determinant of (C.43), and use (C.12), we obtain

|A| =
M∏

i=1

λi. (C.47)

Similarly, taking the trace of (C.43), and using the cyclic property (C.8) of the trace
operator together with UTU = I, we have

Tr(A) =
M∑

i=1

λi. (C.48)

We leave it as an exercise for the reader to verify (C.22) by making use of the results
(C.33), (C.45), (C.46), and (C.47).

A matrix A is said to be positive definite, denoted by A ≻ 0, if wTAw > 0 for
all values of the vector w. Equivalently, a positive definite matrix has λi > 0 for all
of its eigenvalues (as can be seen by setting w to each of the eigenvectors in turn,
and by noting that an arbitrary vector can be expanded as a linear combination of the
eigenvectors). Note that positive definite is not the same as all the elements being
positive. For example, the matrix

(
1 2
3 4

)
(C.49)

has eigenvalues λ1 ≃ 5.37 and λ2 ≃ −0.37. A matrix is said to be positive semidef-
inite if wTAw ! 0 holds for all values of w, which is denoted A ≽ 0, and is
equivalent to λi ! 0.
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PROPRIÉTÉS

• La décomposition en valeurs propres est souvent plus 
facile à manipuler, grâce à ses propriétés

‣ Le rang d’une matrice symétrique est le nombre de valeurs propres 
non nulles :
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propriété du rang

N-gram NADE

Alexandre Boulanger and Hugo Larochelle

March 17, 2014

1 Introduction

2 NADE

3 N-gram NADE

4 Related Work

5 Experiments

rang(A) =

MX

i=1

1(�i 6= 0)

At a minimum, I think we need to do the same experiments as in this other paper

http://info.usherbrooke.ca/hlarochelle/publications/wrrbm icml2012.pdf, which

uses an RBM version of our model. So, we need

• To show that we can learn word and N-gram representations that perform

well and hopefully better than the RBM as features to a CRF for named

entity recognition.

• To show that we can better classifier positive/negative movie reviews than

the RBM version of our model.

• To show qualitatively that we can learn meaningful word representations

(i.e. nearest neighbor words in that space are semantically related).

Perhaps later we’ll come up with other ideas of cool experiments.

1
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PROPRIÉTÉS

• La décomposition en valeurs propres est souvent plus 
facile à manipuler, grâce à ses propriétés

‣ L’inverse d’une matrice symétrique peut s’écrire comme suit :

(en fait, c’est sa décomposition en valeurs propres)
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These last two equations can also be written in the form

A =
M∑

i=1

λiuiuT
i (C.45)

A−1 =
M∑

i=1

1
λi

uiuT
i . (C.46)

If we take the determinant of (C.43), and use (C.12), we obtain

|A| =
M∏

i=1

λi. (C.47)

Similarly, taking the trace of (C.43), and using the cyclic property (C.8) of the trace
operator together with UTU = I, we have

Tr(A) =
M∑

i=1

λi. (C.48)

We leave it as an exercise for the reader to verify (C.22) by making use of the results
(C.33), (C.45), (C.46), and (C.47).

A matrix A is said to be positive definite, denoted by A ≻ 0, if wTAw > 0 for
all values of the vector w. Equivalently, a positive definite matrix has λi > 0 for all
of its eigenvalues (as can be seen by setting w to each of the eigenvectors in turn,
and by noting that an arbitrary vector can be expanded as a linear combination of the
eigenvectors). Note that positive definite is not the same as all the elements being
positive. For example, the matrix

(
1 2
3 4

)
(C.49)

has eigenvalues λ1 ≃ 5.37 and λ2 ≃ −0.37. A matrix is said to be positive semidef-
inite if wTAw ! 0 holds for all values of w, which is denoted A ≽ 0, and is
equivalent to λi ! 0.
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MATRICE DÉFINIE POSITIVE

• On dit qu’une matrice est définie positive si, pour tout 
vecteur w non nul, on a que

• On note alors 

9
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These last two equations can also be written in the form

A =
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A−1 =
M∑
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1
λi

uiuT
i . (C.46)

If we take the determinant of (C.43), and use (C.12), we obtain

|A| =
M∏

i=1

λi. (C.47)

Similarly, taking the trace of (C.43), and using the cyclic property (C.8) of the trace
operator together with UTU = I, we have

Tr(A) =
M∑

i=1

λi. (C.48)

We leave it as an exercise for the reader to verify (C.22) by making use of the results
(C.33), (C.45), (C.46), and (C.47).

A matrix A is said to be positive definite, denoted by A ≻ 0, if wTAw > 0 for
all values of the vector w. Equivalently, a positive definite matrix has λi > 0 for all
of its eigenvalues (as can be seen by setting w to each of the eigenvectors in turn,
and by noting that an arbitrary vector can be expanded as a linear combination of the
eigenvectors). Note that positive definite is not the same as all the elements being
positive. For example, the matrix

(
1 2
3 4

)
(C.49)

has eigenvalues λ1 ≃ 5.37 and λ2 ≃ −0.37. A matrix is said to be positive semidef-
inite if wTAw ! 0 holds for all values of w, which is denoted A ≽ 0, and is
equivalent to λi ! 0.
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We leave it as an exercise for the reader to verify (C.22) by making use of the results
(C.33), (C.45), (C.46), and (C.47).
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semi-{
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PROPRIÉTÉS

• La décomposition en valeurs propres est souvent plus 
facile à manipuler, grâce à ses propriétés

‣ Une matrice est définie positive si et seulement si toutes ses valeurs 
propres sont positives :

10

propriété d’une matrice définie positive
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These last two equations can also be written in the form

A =
M∑

i=1

λiuiuT
i (C.45)

A−1 =
M∑

i=1

1
λi

uiuT
i . (C.46)

If we take the determinant of (C.43), and use (C.12), we obtain

|A| =
M∏

i=1

λi. (C.47)

Similarly, taking the trace of (C.43), and using the cyclic property (C.8) of the trace
operator together with UTU = I, we have

Tr(A) =
M∑

i=1

λi. (C.48)

We leave it as an exercise for the reader to verify (C.22) by making use of the results
(C.33), (C.45), (C.46), and (C.47).

A matrix A is said to be positive definite, denoted by A ≻ 0, if wTAw > 0 for
all values of the vector w. Equivalently, a positive definite matrix has λi > 0 for all
of its eigenvalues (as can be seen by setting w to each of the eigenvectors in turn,
and by noting that an arbitrary vector can be expanded as a linear combination of the
eigenvectors). Note that positive definite is not the same as all the elements being
positive. For example, the matrix

(
1 2
3 4

)
(C.49)

has eigenvalues λ1 ≃ 5.37 and λ2 ≃ −0.37. A matrix is said to be positive semidef-
inite if wTAw ! 0 holds for all values of w, which is denoted A ≽ 0, and is
equivalent to λi ! 0.

pour i=1,...,M
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PROPRIÉTÉS

• La décomposition en valeurs propres est souvent plus 
facile à manipuler, grâce à ses propriétés

‣ Une matrice est définie positive si et seulement si toutes ses valeurs 
propres sont positives :

10

propriété d’une matrice définie positive

C. PROPERTIES OF MATRICES 701

These last two equations can also be written in the form
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Similarly, taking the trace of (C.43), and using the cyclic property (C.8) of the trace
operator together with UTU = I, we have

Tr(A) =
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We leave it as an exercise for the reader to verify (C.22) by making use of the results
(C.33), (C.45), (C.46), and (C.47).

A matrix A is said to be positive definite, denoted by A ≻ 0, if wTAw > 0 for
all values of the vector w. Equivalently, a positive definite matrix has λi > 0 for all
of its eigenvalues (as can be seen by setting w to each of the eigenvectors in turn,
and by noting that an arbitrary vector can be expanded as a linear combination of the
eigenvectors). Note that positive definite is not the same as all the elements being
positive. For example, the matrix

(
1 2
3 4

)
(C.49)

has eigenvalues λ1 ≃ 5.37 and λ2 ≃ −0.37. A matrix is said to be positive semidef-
inite if wTAw ! 0 holds for all values of w, which is denoted A ≽ 0, and is
equivalent to λi ! 0.

pour i=1,...,M

semi-{


