
Neural networks
Natural language processing - hierarchical output layer
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Topics: neural network language model
• Solution: model the conditional 
p(wt | wt−(n−1) , ... ,wt−1) 
with a neural network
‣ learn word representations

to allow transfer to n-grams
not observed in training corpus 
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Figure 1: Neural architecture: f (i,wt�1, · · · ,wt�n+1) = g(i,C(wt�1), · · · ,C(wt�n+1)) where g is the
neural network andC(i) is the i-th word feature vector.

parameters of the mapping C are simply the feature vectors themselves, represented by a |V |⇥m
matrixC whose row i is the feature vectorC(i) for word i. The function g may be implemented by a
feed-forward or recurrent neural network or another parametrized function, with parameters ω. The
overall parameter set is θ= (C,ω).

Training is achieved by looking for θ that maximizes the training corpus penalized log-likelihood:

L=
1
T ∑t

log f (wt ,wt�1, · · · ,wt�n+1;θ)+R(θ),

where R(θ) is a regularization term. For example, in our experiments, R is a weight decay penalty
applied only to the weights of the neural network and to theC matrix, not to the biases.3

In the above model, the number of free parameters only scales linearly with V , the number of
words in the vocabulary. It also only scales linearly with the order n : the scaling factor could
be reduced to sub-linear if more sharing structure were introduced, e.g. using a time-delay neural
network or a recurrent neural network (or a combination of both).

In most experiments below, the neural network has one hidden layer beyond the word features
mapping, and optionally, direct connections from the word features to the output. Therefore there
are really two hidden layers: the shared word features layer C, which has no non-linearity (it would
not add anything useful), and the ordinary hyperbolic tangent hidden layer. More precisely, the
neural network computes the following function, with a softmax output layer, which guarantees
positive probabilities summing to 1:

P̂(wt |wt�1, · · ·wt�n+1) =
eywt
∑i eyi

.

3. The biases are the additive parameters of the neural network, such as b and d in equation 1 below.
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Topics: hierarchical output layer
• Example: [‘‘ the ’’, ‘‘ dog ’’, ‘‘ and ’’,  ‘‘ the ’’,  ‘‘ cat ’’ ]
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Topics: hierarchical output layer
• Example: [‘‘ the ’’, ‘‘ dog ’’, ‘‘ and ’’,  ‘‘ the ’’,  ‘‘ cat ’’ ]
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p(‘‘ cat ’’ | context) = (1 - sigm(b1 + V1,· h(x)))
x sigm(b2 + V2,· h(x))
x sigm(b5 + V5,· h(x))
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Topics: hierarchical output layer
• How to define the word hierarchy
‣ can use a randomly generated tree

- this is likely to be suboptimal

‣ can use existing linguistic resources, such as WordNet
- Hierarchical Probabilistic Neural Network Language Model

Morin and Bengio, 2005

- they report a speedup of 258x, with a slight decrease in performance

‣ can learn the hierarchy using a recursive partitioning strategy
- A Scalable Hierarchical Distributed Language Model

Mnih and Hinton, 2008

- similar speedup factors are reported, without a performance
decrease
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