Neural networks

Iraining neural networks - parameter Initialization



MACHINE LEARNING

Topics: stochastic gradient descent (SGD)

» Algorithm that performs updates after each example
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» lo apply this algorithm to neural network training, we need
» the loss function l(f(X(t); 0), y(t))
» a procedure to compute the parameter gradients Vgl(f(X<t); 0), y(t))
» the regularizer (@) (and the gradient Ve2(0) )

» Inrtialization method



INITIALIZATION

Topics: nitialization
* For biases

» Initialize all to O

* For weights

» Can't initialize weights to O with tanh activation

- we can show that all gradients would then be O (saddle point)

» Can't initialize all weights to the same value

- we can show that all hidden units in a layer will always behave the same

size of h(F)(x)
- need to break symmetry

» Recipe: sample WEIZ) from U [—b,b] where b = NG \—/fH
, k kE—1

- the idea is to sample around O but break symmetry

- other values of b could work well (not an exact science) ( see Glorot & Bengio, 2010)



