Neural networks

Deep learning - variational bound



DEEP BELIEF NETWORK

Topics: deep belief network

* This is where the RBM stacking procedure comes from

» Idea: Improve prior on last layer by
adding another hidden layer p(h® h®) = p(h®Mh@) 3" o p(h? h®)

» how do we train these additional layers?




DEEP BELIEF NETWORK

Topics: concavity

* We will use the fact that the logarithm function Is concave:

log(zz W CL,L-) > Zz W; log(az) (Where > .w; =1and w; > 0)

1 log(wy ay + we as)

[rwilog(ar) + wo log(ag)i




DEEP BELIEF NETWORK

Topics: variational bound

» For any model p(x, h'"))with latent variables h(1) we can write:

lng(X) = oy (Zq h(1)|X)p(X h(l))>

h(1)

(1)
> ) q(h'Mx)log (p((h(f;‘x)) )

h(1) q

= ) q(hWx)logp(x,h™M)
h(1)

~ 3" 40 [x) log q(hM|x)
h(1)

g(hM|x) is any approximation of p(h|x)
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DEEP BELIEF NETWORK

Topics: variational bound

* For any model p(x, h(l))with atent variables h(1) we can write:

P )
logp(x) = log (ZCI(h( )X)Z(h(l)x)>

= ) q(hWx)logp(x,h™M)
h(1)

~ 3" 40 [x) log q(hM|x)
h(1)

+ g¢(h™M]x) is any approximation of p(h|x)



DEEP BELIEF NETWORK

Topics: variational bound

* This Is called a variational bound

logp(x) > Zq(h(1)|x)logp(x,h(1))
h(1)

=) a(h™]x)log g(hV[x)
h(1)

» if ¢(hM]x) is equal to the true conditional p(h{Y)|x), then we have an equality
» the more ¢(h(M|x) is different from p(h{V|x) the less tight the bound is

» In fact, the difference between the left and right terms is the KL divergence
between ¢(hP|x) and p(hV|x) :

h(D|x
KL(g|lp) = Speo a(hV]x) log (4871




