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Topics: V1 neurons vs. sparse coding
• Natural image patches:
‣ small image regions extracted from an image of nature (forest, grass, ...)
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Emergence of complex cell properties by learning to
generalize in natural scenes
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A fundamental function of the visual system is to encode the build-
ing blocks of natural scenes—edges, textures and shapes—that sub-
serve visual tasks such as object recognition and scene
understanding. Essential to this process is the formation of abstract
representations that generalize from specific instances of visual
input. A common view holds that neurons in the early visual system
signal conjunctions of image features1,2, but how these produce
invariant representations is poorly understood. Here we propose that
to generalize over similar images, higher-level visual neurons encode
statistical variations that characterize local image regions. We pre-
sent a model in which neural activity encodes the probability distri-
bution most consistent with a given image. Trained on natural
images, the model generalizes by learning a compact set of dictionary
elements for image distributions typically encountered in natural
scenes. Model neurons show a diverse range of properties observed
in cortical cells. These results provide a new functional explanation
for nonlinear effects in complex cells3–6 and offer insight into coding
strategies in primary visual cortex (V1) and higher visual areas.

As we scan across a complex natural scene, fixations at multiple
locations (for example, on the trunk of a tree or along its edge)
produce a coherent percept of the underlying structure (the bark
texture or the contour of the edge), even though individual images
collected at the retina are inherently highly variable. Figure 1 illus-
trates the problem our brain solves so effortlessly: perceptually dis-
tinct image regions produce response patterns that are highly
overlapping and cannot be easily distinguished using low-level, linear
representations. What sort of computations are required to achieve
generalization across natural stimuli?

Early visual neurons are typically described as linear feature detec-
tors1,2. Models developed around this idea can accurately capture the
behaviour of neurons from the retina7 to simple cells in the cortex8

but, as the examples in Fig. 1 illustrate, neither individual features nor
linear transformations can reliably discriminate images of one struc-
ture from another. More abstract features are presumably computed
in later stages of the visual system, but our knowledge of processing
by these neurons is limited. In V1, complex cells respond to an edge
over a range of positions1, but classical models of these cells9,10 fail to
explain a number of nonlinear effects, such as surround suppression
and cross-orientation inhibition3–5. More importantly, there is no
functional explanation for the role of these behaviours in the percep-
tion of natural scenes. In higher visual areas such as V2 and V4,
neurons are more invariant to image properties such as position
and scale11–13 and might be encoding shape or texture12,14,15. For these
neurons to generalize effectively, the neural circuitry must generate a
representation that is similar across the wide distribution of images of
a given type (for example, a texture or contour) yet distinct across the
much larger distribution of all other images.

Previous theoretical work has shown that neurons in the primary
visual cortex form an efficient code adapted to the statistics of natural
images16,17, but this says nothing about how neurons generalize across
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Figure 1 | Statistical patterns distinguish local regions of natural scenes.
a, A natural scene with four distinct regions outlined (image courtesy of
E. Doi). b, The scatter plot shows the joint output of a pair of linear feature
detectors (oriented Gabor filters) for 20 3 20-image patches sampled from
the four regions. The outputs from different regions are highly overlapping,
indicating that linear features provide no means to distinguish between the
regions. c, Each column shows the joint output of a different pair of linear
feature detectors sampled from the regions containing the tree bark or the
tree edge (the first column corresponds to features in b). The correlations in
each panel can be described by a Gaussian distribution and its covariance
(ellipses). The differences in the distributions between the rows reveal
characteristic patterns in correlations, which become even more prominent
as projections onto more features are considered. These patterns can be used
to generalize within regions while still distinguishing among them. As an
example, we highlight two patches in each region, shown by the circle and
triangle in each panel. Although the pairs of images are visibly quite
different, each image is consistent with the distribution of the local image
region. By contrasting the distributions across multiple dimensions, it is
possible to infer image type for single patches, even if the patches have
similar projections along some image features.
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Topics: V1 neurons vs. sparse coding
• When trained on natural image patches
‣ the dictionary columns 

(‘‘atoms’’) look like edge 
detectors

‣ each atom is tuned to a
particular position, orientation
and spatial frequency

‣ V1 neurons in the mammalian
brain have a similar behavior

Emergence of simple-cell receptive field properties 
by learning a sparse code of natural images.
Olshausen and Field, 1996.
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Topics: V1 neurons vs. sparse coding
• Suggests that the brain

might be learning a sparse
code of visual stimulus

• Since then, many other
models have been shown
to learn similar features
‣ they usually all incorporate

a notion of sparsity

Emergence of simple-cell receptive field properties 
by learning a sparse code of natural images.
Olshausen and Field, 1996.


