Neural networks

Computer vision - convolutional RBM



CONVOLUTIONAL RBM

Topics: convolutional RBM Lee et al. 2009

- How about designing convolutional unsupervised networks

» let’s consider the case of the RBM

» could use same convolutional connectivity between input (v) and hidden layer (h)
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CONVOLUTIONAL RBM

Topics: convolutional RBM Lee et al. 2009
* We can introduce a notion of probabilistic pooling
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CONVOLUTIONAL RBM

Topics: convolutional RBM Lee et al. 2007

- GlvEndE hfj units, we sample each input independently:
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Topics: convolutional RBM Lee et al. 2009

» Using these adapted conditionals, we can perform contrastive
divergence

» energy gradients involve convolutions, similar to the backprop gradients in
convolutional network

« Can stack convolutional RBMs

» provides a pretraining procedure which doesn't require the extraction of patches

* See Lee et al. 2009 for more detalls



